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Abstract

With the large and increasing variety of ar-
chitectures for conversational agent design,
there is a need to investigate the necessary el-
ements of practical conversational agents in
light of new technologies. To address this
need, we introduce a new abstract frame-
work of conversational agents design which
we call Conv-BDI. The BDI model is a long-
established theory of decision-making in arti-
ficial agents, which the Conv-BDI model ex-
tends to describe the design of conversational
agents from traditional symbolic logic-based
models or statistical models to more recent
LLM-based agents. Specifically, we extend
the core BDI model with notions of Purpose
and Behavioral Guidelines, while also elabo-
rating on the role of system actions within this
framework. The Conv-BDI model thus pro-
vides a framework of intentionality in conver-
sational agents that can be applied to to design
of contemporary conversational agents.

1 Introduction

In the years following the deep learning revolu-
tion in Natural Language Processing (NLP), the
design of conversational agents has seen substan-
tial evolution, e.g. (Shum et al., 2018; Caldarini
et al., 2022). Moving beyond earlier rule-based
(McTear, 2021) and statistical models (Griol et al.,
2008; Ultes et al., 2017), large language mod-
els (LLMs) have become a core component of
contemporary conversational agents. LLMs have
become foundational to many systems with the
use of strategies such as in-context learning and
prompt engineering (Bommasani et al., 2021),
however they do not in and of themselves repre-
sent the full breadth of conversational agents (Yi
et al., 2024). Navigating the challenges of decision
making and conversational intentionality in col-
laboration with humans remains a core question
in dialogue systems research (Lin et al., 2024).

In this context, the goal of this paper is to out-
line a general framework of conversational agent
design, which we call Conv-BDI. With this frame-
work based upon the well-established Beliefs-
Desires-Intention model of autonomous agents
(Rao and Georgeff, 1997), this paper investigates
the following core questions:

• What conceptual components are necessary
for the design of conversational agents as in-
telligent, rational agents?

• How do these components depend on each
other and interact?

With respect to a conversational agent as an in-
telligent agent, a long-standing topic of research
in conversational agents is modelling the dialogue
policy, or how the agent should decide upon its
next action. Actions in dialogue may include lin-
guistic, gestural, auxiliary actions such as API
calls, or a mixture of these. Numerous possible
actions in a nondeterministic environment must
work towards a long term purpose or tasks for
which the system is intended (Russell and Norvig,
2016). As noted by Lin et al. (2024): “[Auto-
mated systems] may also be able to efficiently rea-
son under uncertainty about the expected value of
decision-relevant information, helping them deter-
mine what information may be important to share
with or request from the user.” To capture this abil-
ity, we seek to identify conceptual categories of a
conversational agent as an autonomous agent di-
rected towards goals, that is, with intentionality.

To design rational agents in the sense defined by
e.g. (Russell and Norvig, 2016), we seek a frame-
work encompassing the breadth of architectures
for conversational agents to encompass an ever-
increasing diversity such systems. For this pur-
pose, we begin with the BDI model as a start-
ing point. The BDI model is a long-standing
framework used to outline the design of intelligent
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Purpose

Guidelines

Desires

Beliefs

User: Hello robot, I’m calling to find out my test results.

Assistant: Good morning, I can certainly help you with that! May I get your name 
please?

User: Yes, my name is Marco Williams.

Assistant: Thank you Marco, and what is your date of birth?

User: (XX XXX, XXXX). [User identified as Patient 103]

Assistant: Great, thank you Marco. I can confirm that the results of your test are 
available. The doctor would like you to come in person to discuss them, would you 
be available in the next few days?

User: Oh no, is this something serious?

Assistant: The doctor will be able to explain what your test results mean, and they 
will be able to get you all the information you need. If you feel anxious about this 
though, you can feel free to talk to me about it.

User: No thanks, just give me the next appointment.

Assistant: Of course, I’ll add you to an appointment slot for 9:30 on Thursday.

User: Okay, thank you.

Intentions

Conv-BDI Agent

Beliefs

Actions

Example Dialogue

Promote patient well-being.

Patient 103 has test results available.

The results show a serious condition

The patient has shown emotional sensitivity in 
prior interactions.

                      Ensure the patient is informed.

Prevent unnecessary distress.

Support the medical team’s workload.

Always respect a patient's emotional state.

Only deliver sensitive information when a 
human is nearby or involved.

Never use medical jargon with laypeople.

Arrange for the doctor to deliver the news.

Provide emotional support.

Figure 1: Example of a conversational agent as a healthcare assistant with Conv-BDI components highlighted
on the left. This example system has Desires in the context of the Purpose of promoting patient well-being and
its Beliefs about the world. Each Desire may be selected as an Intention to be carried out with respect to the
Guidelines and instantiated by the Actions constrained by the Guidelines, indicated by arrows. The Actions may
also update the Beliefs where the Action causes a change in the dialogue state, indicated by a partial arrow.

agents (conversational and otherwise). Building
upon BDI, we propose an extension of this model
for the design of conversational agents which also
incorporates notions of Purpose, Guidelines, and
an extended description of system Actions to com-
plement core BDI components. Specifically, these
conceptual categories describe the following:

• Purpose: The purpose of the agent describes
the high level reason for the agent’s exis-
tence. Conceptually, this is the source of the
desires and intentions of the model.

• Guidelines: Behavioral Guidelines are the
constraints under which the system’s inten-
tions and actions should be carried out.

• Actions: Actions are fundamental capabili-
ties of the system to effect a result oriented
towards an Intention. Actions are performed
by the system to create results in the world
state (affecting future Beliefs) to fulfill the In-
tention chosen from Desires derived from the
Purpose, within the constraints of Guidelines.

The relation of these components is illustrated
in Figure 1, showing the conceptual architecture
instantiated as an example conversational agent

for healthcare. As a further contribution to the
introduction of Conv-BDI, we elaborate on how
contemporary LLM-based architectures for con-
versational agents can be felicitously described
within the Conv-BDI framework, as well as ear-
lier agents prior to LLMs. Comparing several
architecturally distinct conversational agents, we
provide a practical mapping from the theoreti-
cal concepts of autonomous agents to current ad-
vances in LLM-based conversational agents and
show how Conv-BDI characterizes practical im-
plementations of these systems.

2 Related Work

Designing AI systems as rational agents is a con-
tinuing topic of research interest (Vetrò et al.,
2019). In many respects, the goal of designing a
conversational agent is to mimic human behavior.
For instance, Cassell et al. (2000) described how
characteristics of human-human interaction can
serve as the basis for an architecture for design-
ing embodied conversational agents. Meanwhile,
BDI has been used as a simulation for human-like
decision making in simulations (Adam and Gau-
dou, 2016). Much previous work on BDI archi-
tectures was conducted prior to breakthroughs in
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deep learning (Broersen et al., 2005; Holvoet and
Valckenaers, 2006). Nonetheless, the BDI model
sees continued use for some conversational agents
(Ichida and Meneguzzi, 2023).

Extensions to the BDI model have also been
considered from perspectives such as emotions
and psychology (Sánchez et al., 2019). Other work
has begun to investigate ways to incorporate The-
ory of Mind for agents based on neural architec-
tures (Bortoletto et al., 2024). Recent models such
as Deepseek R1 (Guo et al., 2025) have demon-
strated impressive capabilities with the integration
of expressed “thoughts” leading to the model’s
output. Even so, LLMs specifically have been ob-
served to lack illocutionary intent in the sense that
it is understood in humans: Actions or communi-
cations undertaken with the expectation of effect-
ing a change in the world (Rosen and Dale, 2024).

A similar strand of research concerns agen-
tic systems (Shavit et al., 2023). “Agenticness”
with regards to autonomous systems relates to the
agent’s ability to perform goals and tasks with lim-
ited direct supervision. Definitions given for agen-
ticness focus on the degree of autonomy of the sys-
tem and goal complexity, whereas for our theory
we focus on the agent’s planning capabilities.

3 Conv-BDI: Core Components

In this section, we describe the core elements of
Conv-BDI drawn from the established BDI model
and their instantiation in contemporary conversa-
tional agents. The classic formulation of BDI calls
for three components termed Beliefs, Desires, and
Intentions (Rao and Georgeff, 1997).

3.1 Beliefs

The first component of Conv-BDI drawn from the
classical BDI model is Beliefs. The Beliefs of
the model are the collection of world knowledge
needed for the model to complete its task. Beliefs
in a conversational agent are the system’s knowl-
edge of the world, and the basis for the system to
make decisions and take actions.

A conversational agent must handle a variety of
what Russell and Norvig (2016) term “percepts”,
which are the individual stimuli it has the capabil-
ity to perceive. Minimally, the system must have
an understanding of the immediate dialogue utter-
ance history, otherwise its responses will be inco-
herent. Further, a system may require access to
background information necessary for tasks in a

Actions

Purpose

Desires

Intentions

BeliefsGuidelines

Figure 2: Conceptual dependencies of the Conv-BDI
framework. The dashed arrow represents updates to
Beliefs from actions, which are optional as all action
results need not necessarily be saved in the Beliefs.

task-oriented system or otherwise general world
knowledge in an open-domain system in order to
make the responses factual and engaging.

In addition, meta-information about the dia-
logue may optionally be included, including log-
ical forms of dialogue acts or natural language
understanding (NLU). With embodied or situated
dialogue agents, multi-modal information such as
visually perceived objects or the agent’s physical
position may also be represented. All such ele-
ments constitute Beliefs of the system, represent-
ing the system’s understanding of its context, sep-
arate from what it intends to do with this infor-
mation. The system’s Beliefs are an abstract col-
lection of information from potentially heteroge-
neous sources, depending upon the context, pur-
pose, and practical constraints of the system.

In practical terms, the Beliefs of the system are
an explicitly represented component a conversa-
tional agent. In an end-to-end system, the pa-
rameters of the model encode the system’s Be-
liefs. Other systems represent Beliefs in a struc-
tured form, e.g. as a knowledge base or dialogue
state representations, as in dialogue state track-
ing tasks (Williams et al., 2016). The Beliefs
of a conversational agent in modern LLM-based
conversational agents are often made available to
the system using Retrieval Augmented Generation
(Lewis et al., 2020). Knowledge-grounded con-
versational agents e.g. Chawla et al. (2024) rely
on a structured representation of knowledge that,
while external to the LLM specifically, is integral
to the function of the system as a conversational
agent. In this sense, both the parametric memory
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of the LLM and the non-parametric memory re-
trieved elsewhere jointly constitute the Beliefs of
the model. However, at any given moment only
certain elements of the wider Beliefs will be rel-
evant for the system to make decisions. Which
elements are relevant must be identified in relation
to the system’s Desires.

3.2 Desires
A Desire is any goal that the system might attempt
to achieve. Each individual Desire represents a
world in which a given set of conditions are ful-
filled, e.g. a table at a restaurant has been booked
or a window has been closed. Individual Desires
may be mutually exclusive with one another. For
instance, an embodied agent cannot occupy two
places at once. Which Desires are possible to pur-
sue depends on the Purpose and other Beliefs at
the current time, as shown in Figure 2. While the
Desires of the system represent some aspect of a
future world state, they are a subset of that state.
That is, there are elements of the system Beliefs
outside of the Desire, and the Desire may be a
completely novel addition to the Beliefs.

A task-oriented conversational agent specifi-
cally aims to accomplish specific goals for the
user. For such a system, the Desires are the suc-
cessful completion of goals provided by the user.
A practical example is the user goals in the BPL
framework of Zhao et al. (2024), represented as
text descriptions. In general, it remains a contin-
uing subject of research to adapt conversational
agents to a wider range of domains, characteri-
zable as open-domain conversational agents (Al-
gherairy and Ahmed, 2024). Viewed within the
lens of Conv-BDI, this means designing a conver-
sational agent with the capability to work towards
an increasingly diverse range of Desires.

3.3 Intentions
The last component from the classical BDI model
is Intentions. Intentions should not be confused
with intentionality1, which we view as the capabil-
ity of the agent to decide upon and commit to long-
term goals in the context of its Purpose. An Inten-
tion is a Desire that has been committed to by the
system, otherwise seen as a “Desire in Focus.” As
Rao et al. (1995) describe it: “[T]he intentions of
the system capture the deliberative component of

1Our usage of intentionality is also distinct from usage
in philosophy, cf. https://plato.stanford.edu/
entrieS/intentionality/

the system.” The Intention is chosen based on the
Desire the system most immediately needs to ad-
dress for the user. For example, if the user wishes
to book a train and a hotel room, the system will
have two Desires: Book the user a train, and book
the user a hotel room. In strictly BDI terms, the
system seeks to act such that in the future world
state (the Beliefs), the user has a train and a hotel
reservation. Of the two, it must choose one or the
other to accomplish before proceeding to the sec-
ond. Because the Intention of the system (and the
user’s own intentions) may change, there is a need
to keep track of the current Intention with respect
to the state of the system’s Beliefs.

Conventionally, an Intention is grouped with a
discrete set of actions that work towards fulfilling
it. With respect to conversational agents, each di-
alogue act is viewable as an action in itself. Other
actions such as gestures or movement in embodied
agents are also actions a system might take. The
system may also employ other actions for the spe-
cific purpose of belief state updates, e.g. informa-
tion retrieval with API calls. While systems based
on response templates may have a relatively lim-
ited number of actions per Intention, freeform gen-
eration from LLMs allows a substantially larger
set of abstract actions to be taken in pursuit of an
Intention.

4 Extending BDI: Purpose, Guidelines
and Actions

In this section, we define three further elements
as additional components to the core BDI model
as we described previously. These elements ex-
tend BDI to describe a layer of high-level system
design necessary for an effective conversational
agent. These elements are Purpose, Guidelines,
and Actions. Within Conv-BDI, the Purpose of
a conversational agent provides the “why” of the
system that is necessary to define the scope of its
Desires and Intentions. Guidelines specify con-
straints upon the system’s actions within the scope
of the purpose. Meanwhile, system Actions are
given an extended description beyond their role as
means to complete a system Intention as in many
earlier descriptions achitectures based on BDI.

4.1 Purpose

Beyond the initial attributes described in the BDI
model, the task of designing a conversational
agent implies further considerations. While many
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conversational agents are flexible and capable of
handling numerous scenarios or domains, any
practical conversational agent will have an in-
tended scope of use by design. In this sense, we
consider that an additional element of a model
should reflect this design consideration and repre-
sent the core reasons for the system’s existence.
The Purpose of the system is thus the concep-
tual starting point for the model. The Purpose is
given by the developers to define the scope of what
the system should accomplish in general. In this
sense, the first element of the Conv-BDI model is
the Purpose, and the other elements are defined in
relation to an initial broad definition of the model’s
design. The Desires in scope for the model are de-
fined by the system’s Purpose. In simple terms,
this means that any Desires that are not congru-
ent with the Purpose are defined as out of scope.
Any Desires that are congruent with the system
Purpose form the set of all possible Desires for
that system. As in the classic definition of the BDI
model, the Intention of the system is the selected
Desire that is to be worked towards.

4.2 Guidelines
The second additional element we add are Behav-
ioral Guidelines. The system’s Guidelines are in-
formed by the Purpose, and are selected to de-
fine the bounds of how the system should interact
with a user in carrying out its Purpose. For in-
stance, a system whose purpose is to provide travel
recommendations to a user might have guidelines
as basic as “be friendly” and “be concise” while
also having more specific guidelines like ”make
the user excited”. These are general statements in
a similar fashion to what is commonly included in
the prompt of an LLM in many systems, and can
be practically implemented in the same way. Ad-
ditionally, Guidelines may also apply to the style
or formatting of non-linguistic actions. For exam-
ple, a system may be asked to return JSON for-
matted output or a string tailored to specific API
calls, e.g. Dialport (Zhao et al., 2016). In general,
Behavioral Guidelines as a component of the sys-
tem provide an outline for how the system actions
and reactions should be performed, separate to the
relation of the action to a goal or Intention.

4.3 Actions
Detailed descriptions of the role of actions taken
by the system are not always given specific atten-
tion within models of agents in the BDI frame-

work. In Conv-BDI, we consider actions as op-
erating in a dual role of both expressing the sys-
tem’s Intention and updating its Beliefs. The core
relevance of this aspect is that as actions taken
by the system are accounted for in its Beliefs,
they subsequently affect the system’s future De-
sires and Intentions. In addition, we give addi-
tional attention to actions in order to character-
ize them with respect to the comparatively large
and complex space of dialogue actions available
to modern LLM-based systems.

Every Intention may be associated with actions
that work towards achieving it. In the classical
setup of a BDI agent, such actions are defined as
a discrete set of formal, logical units or steps that
should be taken to achieve the goal expressed by
the Intention. However, in contemporary work re-
lying on LLM components, a strict mapping of
intentions to actions or a plan library containing
a fixed set of discrete actions is no longer neces-
sary nor even desirable. Actions in the form of
dialogue acts and utterances in general need not
be classified according to a specific logical form
or dialogue act, but nonetheless may still be use-
fully conceived of as discrete logical units. In non-
verbal modalities such as e.g. API calls to model-
external components or systems, some structured
representation of the action is necessary. Inso-
far as actions should be defined as discrete oper-
ations, they are most usefully framed with respect
to achieving one or more Intentions, as in the clas-
sic BDI setup.

Actions can be mutually exclusive with each
other, and can also work towards multiple Inten-
tions. Different actions can also work to achieve
the same Intention, and one might take multi-
ple paths towards the same goal. Actions can
be viewed in terms of Reinforcement learning.
Viewed in terms of reinforcement learning, the dif-
ference between taking two alternate sequences of
actions to the same goal may result in a different
reward. In this sense, task success by the sys-
tem is the completion of Intentions expressed as
a function. Reward also relates to the Guidelines
of the system, for instance a guideline of “be con-
cise” implies a shorter sequence of actions yield-
ing higher reward, all else equal. However, ex-
pressed as language, Guidelines are not a formal
mathematical definition of reward.
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 AutoTOD (Xu et al. 2024)      ESCoT (Zhang et al. 2024)        Perkoff et al. (2024)

Legend: Purpose Guidelines Actions Desires / Intentions Beliefs

- You are an intelligent assistant to help the 
user to complete complex tasks

- You specialize in travel guidance in 
Cambridge. 

   You can help the user to find restaurants, hotels…

Task #1: Restaurant

## Task Description: The assistant helps the user to find a 
restaurant and/or make a reservation.

## Task APIs
-query_restaurants: Query restaurants with certain 
requirements.

- Input_format: ```json {
“area”: “[the location of the restaurant]”
“price”: “[the location of the restaurant]”
“food”: “[the food type of the restaurant]”
“name”: “[the name of the restaurant]”
}```
- At least one of the parameters (area, price,

    food, name) should be specified.

## Task Logic
- If the API returns too many restaurants, you should ask for 
more constraints.

# Output Format
## To call the API, use the following format
```
API Name:
API Input:
API Result:
```
-Available API names: query_restaurants...
## When you don’t need to call the APIs and have a response to 
the user, you MUST use the format:
```
Thought: I don’t need API and want to to respond to the user.
Response: [Your response here]
```

Act as a therapist and provide advice to someone 
going through a difficult time. 

You should be helpful, empathetic, clever, and 
very friendly. Use your expertise to help the 
seeker feel heard and understood, while also 
providing practical steps the seeker can take to 
improve the situation. Be sure to create a safe 
space for him or her to share feelings.

There is a dialogue example about the situation 
that is:

Reference Situation → [Reference] 

Reference Dialogue → I am struggling with…

The seeker is in the situation: Target Situation

Your task is to generate a long dialogue which have at 
least 40 turns of conversation between you, as known as 
the supporter, and the seeker for the situation. 

The supporter should use the following strategies: 

Enriched Strategies   → Question: … 
…    
Imagery: … 
Specify: … 
Immediacy: … 

Dialogue: [dialogue utterances]

Preamble: You will be given the task of generating a 
realistic response to a given statement or question. 
In order to complete this task successfully, you must pay 
careful attention to the following requirements and 
limitations. Failure to do so will result in failure of 
the task. 

Setting: For context, the given statement or question 
will have been spoken by a {LEVEL} student in the setting 
of a {SUBJECT} classroom. The student is working on an 
in-class assignment with a group of their peers. 
You will generate a response to what the student said as 
if you are the teacher of this {SUBJECT} class. 
As a teacher, your response must be: (1) kind, (2) 
helpful, (3) encouraging of collaboration, (4) relevant 
to the subject of {SUBJECT}, (5) factual, and (6) 
befitting the role of a professional classroom teacher. 
Please limit your response to the content of the student 
statement or question. These guidelines may help you: 

Formatting: Please format your response to the given 
statement or question as a SINGLE direct quote from the 
{SUBJECT} teacher whose role you are playing, including 
quotation marks. Please try to limit your response to 
{SOFT_CAP} words or less words if you can. However, if 
you are [...]

Student DA & Teacher DA: The following are definitions 
for dialogue act labels, which are useful for 
understanding text: {LABEL_DEFINITIONS} [...]

Dialogue Policy: {STATE_DESCRIPTION} 
       {CONSEQUENCES} 
       {INTERVENTIONS} 

Context: To give you some insight into the on-going 
discussion, the following conversation history is 
provided to you: {HISTORY} 

Task: The following student quote is what you will be 
responding to: {STUDENT_UTTERANCE} 

Please generate the teacher’s response according to the 
requirements and limitations provided above.

Figure 3: Prompts from Xu et al. (2024), Zhang et al. (2024), and Perkoff et al. (2024) with slight modifications to
their formatting for presentation, highlighting the elements of the prompt structures as Conv-BDI elements. Note
that Beliefs are not highlighted in the first model due to a specific instance of the database query results (the Beliefs
in the prompt) not being included in the format. In the third model, the prompt is structured as a template with
specific instances of domains and context inserted later. Within these models, each of the elements is represented
in the prompt structure. However, it is not strictly necessary to do so. Modular approaches may dedicate modules
to these functions and thus provide implicit rather than explicit signals to the LLM.

5 Conversational Agents with LLMs in
the Lens of Conv-BDI

To concretely illustrate Conv-BDI in practice, we
look at how it is realized in contemporary conver-
sational agents, most often using LLMs. LLMs
are now often a core technology for implement-
ing conversational agents, and frequently rely on
prompting to control system output, while infor-
mation external to the model’s parameters may be
integrated with techniques such as RAG.

5.1 Prompting & Verbalization

With regard to LLM input, the Conv-BDI elements
may be expressed as natural language within the
prompt added to the LLM’s context. An LLM
prompt can be decomposed into chunks relating
to several of these elements. For instance, a rel-
atively fixed part of the prompt will be derived
from the Purpose and Guidelines, although which
Guidelines are applicable in a given term may
change. Similarly, elements in the system Be-
liefs may change or become relevant at each di-
alogue turn. The system’s Purpose and Guide-
lines can be expressed as direct instructions to the

agent, defining the role it plays and what output
should look like. Typically, the Purpose of the
system is expressed as part of a “preamble” in the
prompt defining what the system’s role should be
(Zamfirescu-Pereira et al., 2023).

The system Beliefs specifically may be par-
tially expressed as a verbalization of any struc-
tured or background knowledge (for instance, a
knowledge graph). Such verbalizations represent
which part of the system’s knowledge is in focus
for the LLM’s use, but does not necessarily rep-
resent the entirety of the knowledge available to
the system. For instance, a large knowledge base
such as Wikipedia may underlie the LLM’s re-
sponses and be queried as needed as part of the
system’s Beliefs. Along with the system’s Pur-
pose, the Beliefs are the basis for the system’s De-
sires. In concrete terms, this may be expressed in
recent models elements such as Chain-of-Thought
reasoning or “thinking” tokens e.g. (Guo et al.,
2025), whereby the system makes use of the ex-
isting knowledge to sort through how this infor-
mation should be processed within its parameters.
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5.2 Control Signals & API Calls

Where traditional approaches to BDI agent de-
sign include a Plan Library of fixed plans to carry
out system Intentions, we view the control of a
conversational agent as effected by what can be
described as control signals (Wagner and Ultes,
2024). At a broad level, a control signal to an
LLM is a dialogue action to be taken by the sys-
tem, explicitly expressed in order to guide the out-
put of the model. Another example would be the
support strategies in emotional support conversa-
tions as described by Liu et al. (2021). Likewise,
Zhang et al. (2024) made use of such strategies for
an emotional support agent, defined in the model
prompt as shown in Figure 3. The strategies de-
scribed in that work are actions that work towards
a set of “stages” in the process of assisting the user.

Where the Purpose of ESCoT is to provide the
user emotional support, the system sequentially
acts to complete the three stages in the design.
Each stage can be viewed as a Desire, which are
individually taken as Intentions in turn by the sys-
tem. The system then performs the associated ac-
tions in dialogue to fulfill them. Thus, viewed
within the Conv-BDI framework, the control sig-
nal at a turn t is created from an action a associated
with an intention I as well as the task data pulled
from the graph (i.e. the belief state B), which can
be verbally represented in the prompt. Based on
the Intention I the system is working to achieve,
the system chooses an action and relevant knowl-
edge from B to create a signal for the LLM gener-
ator.

6 Existing Approaches in the Conv-BDI
Framework

We now consider how existing approaches to con-
versational agent design can be usefully character-
ized using the Conv-BDI framework. While nu-
merous architectures including handcrafted, mod-
ular, or purely LLM-based are used to realize con-
versational agents, Conv-BDI gives an abstract
characterization of the conceptual parts that is ap-
plicable across these architectures. Each of the
components of Conv-BDI can be realized in di-
verse ways, either as specific modules, elements
of a prompt in an LLM, or implicitly as part of the
system’s architecture. To demonstrate Conv-BDI
as a conceptual framework describing conversa-
tional agent design in the NLP literature, we look
at several models for comparison. These models

are Conv-BDI within both the earlier Hidden In-
formation State (HIS) model of Young (2006), the
finite-state based Iris model of Fast et al. (2018)
and more recent models such as the MOSS model
of Liang et al. (2020) and the AutoTOD model of
Xu et al. (2024).

6.1 Hidden Information State (Young, 2006)
As a POMDP-based system, the HIS model of
Young (2006) bases the conversational agent’s
policy on a belief state representing the system’s
partial observations of the world state (that is, ac-
counting for uncertainty in its observations). As
described in the original paper, the HIS model is
a task-oriented conversational agent designed to
assist users in specific domains. As it predates
LLM models where a prompt explicitly describes
the role of the agent, the Purpose of this model is
implicit in its design (that is, help the users within
its domain). The POMDP model makes use of a
sophisticated approach to belief state estimation,
ultimately serving as input to the policy module.
The HIS belief state directly corresponds to the
Beliefs of Conv-BDI.

Moving further, the HIS model takes actions
with respect to user goals, which is not strictly the
same as the agent’s goals. However, the Desires
and Intentions of the HIS model can be taken to
be the accomplishment of the user goals, which
in the HIS model are subdivided into “equivalence
classes”. These classes describe states wherein at
a given time t, states of the same class share the
same next action to achieve their goals . Based
on these equivalence classes, the belief state of the
model can also be refined using ontological rules
that partition the belief state but do not update it.

6.2 Iris (Fast et al., 2018)
Next, we examine how Conv-BDI can describe a
conversational agent using a handcrafted policy.
The Iris model of Fast et al. (2018) uses a finite-
state model for dialogue state tracking and its di-
alogue policy. In such a model, the possible di-
alogue states in a conversation are modelled as a
finite sequence of steps, where the possible tran-
sitions between the dialogue states are predefined.
Transitioning from one dialogue state to another is
associated with an action on the part of the agent
in response to user input.

In handcrafted models, the Purpose of the
model is inherent to the architecture, as the scope
of the system’s outputs are manually defined by
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Explicitly Defined Components in Conversational Agents

Paper Type Purpose Guidelines Beliefs Desires/Intentions

Young (2006) Task-Oriented ✗ ✗ ✓ ✗

Fast et al. (2018) Task-Oriented ✗ ✗ ✓ ✗

Liang et al. (2020) Task-Oriented ✗ ✓ ✓ ✓
Xu et al. (2024) Task-Oriented ✓ ✓ ✓ ✓

Perkoff et al. (2024) Task-Oriented ✓ ✓ ✓ ✓

Roller et al. (2021) Open-Domain ✗ ✗ ✓ ✗

Bae et al. (2022) Open-Domain ✓ ✓ ✓ ✓

Table 1: Comparison of different conversational system architectures in terms of Conv-BDI components, describ-
ing whether the component is implemented as a module, prompt element or otherwise represented (partially or
fully) as an explicit part of the model (marked here with a check mark ✓), or completely implicit in the architec-
ture by design, e.g. within neural network parameters or the model states as by Young (2006).

the designer. Likewise, the Guidelines are ex-
pressed by how the states connect to each other.
That is: what actions should be executed in which
context. The system Desires are defined by tasks
in scope of the system’s Purpose, specifically Data
Science tasks in Iris. The Intention is then the task
the system is currently working on for the user
through conversation. Lastly, composition of sys-
tem functions in Iris is enabled by saved informa-
tion passed between states as a dictionary. This
information corresponds to the Beliefs of the sys-
tem in the Conv-BDI framework.

6.3 MOSS (Liang et al., 2020)

As a more recent example, we also observe the
MOSS model (Liang et al., 2020). MOSS is a
modular approach relying on a single encoder used
by a number of different decoders for language
understanding and dialogue policy. This system
makes use of both a belief state estimate based on
the dialogue history (optionally through an NLU
component along with a DST module) and queries
to a database. This system was demonstrated for
restaurant recommendations, and is thus designed
as a task-oriented conversational agent. The Pur-
pose of the model is to suggest appropriate restau-
rants to the user, with the Guidelines on its behav-
ior being comparatively limited to the constraints
provided by the users themselves. The authors of
this work present the option (though not neces-
sity) of a dialogue policy learning module which
predicts explicit logical representations of the sys-
tem’s actions.

6.4 AutoTOD (Xu et al., 2024)

We also observe the AutoTOD model, which is a
non-modularized conversational agent design (Xu
et al., 2024). AutoTOD contrasts with POMDPs
in being based on an LLM component, with the
system relying solely upon prompting strategies to
direct the conversational agent. Nonetheless, this
system also may be broken down into Conv-BDI
elements. As shown in Figure 3, the prompt can
be subdivided into sections of text providing the
individual Conv-BDI elements. The scenario de-
scription provides the Purpose of the agent explic-
itly, contrasting with the implicit purpose in the
HIS model. Within this purpose, the designers in-
clude a description of the tasks the system might
handle, in the figure specifically the task of finding
a restaurant. This corresponds to the Desires and
Intentions of the system, that is, objectives for the
system to select and then work towards through
dialogue and API calls. This system prompt also
include a number of guidelines for the model’s re-
sponses and output, for example that at least one
parameter on the restaurant selection should be
specified in the API calls. Besides dialogue re-
sponses to the user, the possible system actions are
explicitly provided in the list of API calls.

6.5 Other Models

Lastly, we consider Conv-BDI components in sev-
eral additional models that demonstrate the diver-
sity of contexts in which they can be employed.
The model presented by Perkoff et al. (2024)
elicited appropriate teacher-like responses for an
educational conversational agent by inserting con-
straints into the prompt. The model relies on ex-
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plicit extraction of dialogue state (Beliefs) as well
as specifically enumerated dialogue acts for the
agent (Actions), both of which are included di-
rectly in the system prompt. As shown in Fig-
ure 3, the model prompt also includes a pream-
ble elucidating the system’s Purpose, Desires that
are tailored to match the subject of the dialogue,
and Guidelines constraining the manner of the re-
sponse generation.

To also describe open-domain conversational
agents with Conv-BDI, we also compare the Gen-
erative BST model (Roller et al., 2021) and the
model of Bae et al. (2022). As shown in Table
1, the Generative BST model lacks explicit repre-
sentation of several components. As a sequence-
to-sequence model, it does not incorporate an ex-
plicit expression of Purpose and Guidelines in the
sense that previous model prompts exhibit. Rather,
the model is endowed with these elements along
with the Desires and Intentions implicitly within
the model parameters through the training process.
For this reason, adaptation of these components
requires retraining or fine-tuning on new data, in
contrast to prompt adaptation in other models.

By contrast, the model of Bae et al. (2022) ex-
plicitly defines each of the Conv-BDI components.
In particular, they design the open-domain system
with role specification that includes the system’s
Purpose and Guidelines. The role specifications
in their system include constraints upon politeness
and out of scope utterance categories. Simulta-
neously, the system’s Desires and Intentions are
framed in terms of initiating conversation and con-
versing over general topics.

7 Conclusion

This paper presents the Conv-BDI framework for
conversational agents, a new conceptual model of
the elements needed to build conversational agents
in the context of contemporary technological ad-
vances. With the BDI model for autonomous
agents as a basis, we identify two further ele-
ments that contribute to conversational agent de-
sign: Purpose and Behavioral Guidelines. We ad-
ditionally elaborate on the role of actions in this
extended model. As a general-purpose and ab-
stract framework, a conversational agent may be
implemented within the scope of Conv-BDI in
different domains and architectures. The Conv-
BDI components we have described characterize
the design of contemporary conversational agents

spanning open-domain and task-oriented systems
as well as modular and end-to-end architectures.

Limitations

This paper investigates a theoretical perspective
of conversational agent design from the perspec-
tive of the BDI model. Formal definitions of the
components of BDI are not given here, though
they may be found in the original sources defin-
ing it. This paper also observes a selected number
of models from the NLP literature to illustrate and
justify the Conv-BDI framework, however numer-
ous other models for conversational agents exist
and may warrant analysis as well.

It should also be noted that the Beliefs, Desires,
and Intentions of the BDI model describe specific
characteristics with respect to an artificial agent
and should not be confused with the understand-
ing of such terms in psychology. Nonetheless, the
similarities to human psychology or lack thereof
within artificial conversational agents may also be
a worthwhile topic for analysis and comparison.

Further, empirical study of conversational
agents would be a valuable and necessary addi-
tion to this line of inquiry. Illustrating Conv-BDI
with experiments to demonstrate the effect of dif-
ferent Purposes, Guidelines, or BDI components
in live settings would help elucidate the utility of
this model.
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