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Abstract

Large Language Models (LLMs) can gener-
ate human-like dialogues, yet their ability to
simulate early child-adult interactions remains
largely unexplored. In this paper, we exam-
ined how effectively LLMs can capture the dis-
tinctive features of child-caregiver language in
interaction, using both static and interactive
benchmarking methods. We found that state-
of-the-art LLMs like Llama 3 and GPT-4o can
approximate child-caregiver dialogues at the
word and utterance level, but they struggle to re-
produce the child and caregiver’s discursive pat-
terns, exaggerate alignment, and fail to reach
the level of diversity shown by humans. The
broader goal of this work is to initiate the de-
velopment of a comprehensive benchmark for
LLMs in child-oriented applications.

Keywords: child-directed speech; language ac-
quisition; large language models; dialogue gen-
eration

1 Introduction

While LLMs show remarkable capabilities in gener-
ating human-like text and engaging in open-ended
dialogues and role play in various contexts (Feng
et al., 2024; Yang et al., 2024), their ability to simu-
late the specificities of child-caregiver interactions
has not been systematically investigated. However,
these interactions show distinct linguistic and inter-
active patterns and require dedicated research.

During their linguistic and communicative devel-
opment, children show non-conventional (i.e., non-
adult-like) patterns, such as word omissions, mis-
pronunciations, semantic errors, and non-standard
grammatical constructions (Bloom, 1993). They
also show non-conventional conversational behav-
iors, such as incoherence, non-responsiveness, and
atypical turn-taking patterns (Ninio and Snow,
1996). These behaviors are most apparent in the
early years through primary school, although many
persist into adolescence (Nippold, 2016).

Because of their still immature, non-
conventional language use, children depend
on caregivers to interpret and clarify their commu-
nicative intents, thus facilitating communication.
Caregivers employ various scaffolding strategies,
which offer appropriate support tailored to the
child’s current level of cognitive and communica-
tive development. These include the general use
of simplified language (a register named child-
directed language) as well as interactive strategies
such as recasting, repairing, providing follow-up,
and offering feedback (Berk and Winsler, 1995;
Clark, 2020; Snow, 1977; Nikolaus and Fourtassi,
2023; Soderstrom, 2007). This scaffolding is
gradually reduced as the child becomes more
proficient and ready for independent language use.

Despite growing interest in applying LLMs
to specialized interactive scenarios (Feng et al.,
2024; Yang et al., 2024), their ability to simu-
late child-caregiver interactions remains underex-
plored. There is, to the best of our knowledge, no
systematic examination of whether LLMs can a)
properly simulate early child-like utterances with
their known non-conventional properties, b) sim-
ulate caregiver-like language and its distinctive
properties known as child-directed language, and,
more importantly, c) beyond mimicking child or
caregiver general linguistic properties in isolation,
simulate child–caregiver language in interactions,
meaning that we need to simulate the fact that the
caregiver’s language is responsive/contingent on
the child’s linguistic quirks, providing tailored feed-
back and scaffolding. This gap is particularly sig-
nificant given the potential applications of mimick-
ing this scenario in developmental research and its
applications (Zhang et al., 2024; Seo et al., 2024;
Räsänen and Kocharov, 2024; Feng et al., 2024).

What the current study is about
As argued above, benchmarking LLMs for effec-
tively mimicking child-caregiver interaction is a
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complex, multidimensional task. The current work
does not claim to provide a complete solution, but
rather offers a starting point—an initial exploration
into ways to approach some aspect of this task and
the insights we learned that can inform future re-
search.

In particular, it is important to note that a com-
prehensive benchmarking would require evalu-
ating both the semantic content of interactions
(To what extent was the semantic content of the
caregiver-like response appropriate to the child-
like utterance?) and linguistic form (To what extent
was this content linguistically framed in an age-
appropriate manner?). The current work focuses
primarily on the latter, using data from spontaneous
child-caregiver dialogues as a reference (CHILDES
dataset)(MacWhinney, 2000).

Specifically, we quantify the extent to which two
widely used LLMs (GPT-4o and Llama 3) approxi-
mate child-caregiver interactions along structural
metrics at word, utterance, and dialogue levels.
These metrics were selected based on insights from
previous research (Valentini et al., 2023; Räsänen
and Kocharov, 2024; French et al., 2024). This
previous research focused on a few isolated aspects
of child-directed dialogue. Here, we aimed to pro-
vide a more synthetic view, capitalizing on insights
from these studies.

Furthermore, a major novelty in this work is
that we compared two benchmarking approaches:
single- and multi-turn testing. In single-turn test-
ing (the most common approach), models receive
a child utterance from the CHILDES dataset and
generate a caregiver-like response, or conversely,
receive a caregiver’s utterance and generate a child-
like response. For multi-turn testing, we observe
free interactions, over multiple turns, between a
"child"-LLM and a "caregiver"-LLM, prompted to
communicate like a child and a caregiver, respec-
tively. The resulting dialogues are then compared,
on average, to actual conversations from CHILDES
dataset.

Finally, both benchmarking approaches were im-
plemented under zero-shot and few-shot conditions
with two objectives: a) for the zero-shot condition,
the goal is to characterize the baseline capabilities
of LLMs without specific guidance (revealing their
initial biases), and b) for the few-shot condition,
the goal is to measure LLMs’ ability to improve
(relative to the zero-shot baseline) when provided
with examples and, in fact, test the sensitivity of the
metrics we used to mquantify any such improve-

ment.

2 Related Work and novelty

Research on LLMs’ linguistic and interactive ap-
propriateness to children is still in its early stages.
Several studies have explored specific aspects of
the interaction, but a comprehensive assessment of
LLMs’ capabilities in simulating child-caregiver
interactions is still underexplored.

For example, Valentini et al. (2023) focused on
vocabulary and showed limitations in LLMs’ abil-
ity to pick simple words for a young audience,
Räsänen and Kocharov (2024) trained a GPT-2
model on caregiver input, and evaluated its ca-
pacity to generate language that is similar to care-
givers (child-directed language). However, they fo-
cused on simulating caregiver data alone, without
accounting for the child’s data, and therefore, miss-
ing the interactive dynamics that can influence the
generation. French et al. (2024) studied GPT-3.5
and Llama2’s ability for linguistic alignment to the
interlocutor, showing sub-optimal performance in
responding appropriately to child-like utterances.

While each of these studies has contributed valu-
able insights to specific dimensions of the chal-
lenge, our work aims to provide a more integrated
approach on, at least, two levels. First, we evaluate
both the caregiver- and the child-like generation.
We explicitly study them in interaction, not merely
simulating them in isolation. Second, instead of
focusing on one metric or linguistic level, we pro-
pose metrics at the word, utterance, and dialogue
levels, aiming to provide a more comprehensive
evaluation framework for LLMs in this specialized
communicative context.

3 Method

3.1 Data

We used the CHILDES public dataset (MacWhin-
ney, 2000) for benchmarking, focusing on 2 to 5
years of age.1

From this dataset, we selected 40 conversations
(approximately 300 turns each) evenly distributed
across the target age groups—specifically, i.e., 10
conversations at 2, 3, 4, and 5 years.

To prepare the data for analysis and gener-
ation, we restructured these conversations into

1This age range was selected because children younger
than 2 typically do not engage in extended dialogues, while
older age groups had insufficient sample sizes in the dataset
to allow for robust analysis.
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utterance-response pairs. When consecutive turns
came from the same speaker (which is often
the case with caregivers), we decomposed these
into multiple utterance-response pairs and inserted
<SILENCE> tokens to mark the positions where the
non-speaking interlocutor did not contribute. This
preprocessing step preserved the temporal structure
of the interactions while creating a format suitable
for our analytical framework. The resulting bench-
marking dataset comprised 6,600 interaction pairs
containing a total of 73,300 word tokens. This cor-
pus was further characterized by an asymmetric
distribution between participant types, with 26,300
tokens produced by children and 47,000 tokens
produced by caregivers.

3.2 Models
While numerous LLMs are currently available, test-
ing all of them across multiple experimental con-
ditions would be impractical. Nevertheless, to
examine generalizability and ensure that our re-
sults are not dependent on the idiosyncrasies of a
single model architecture, we systematically com-
pared two state-of-the-art LLMs: an open-source
model Llama 3 (8B) (The chat-optimized version
of Meta’s instruction-tuned large language model,
(Touvron et al., 2023)) and a proprietary model;
GPT-4o, (version 2024-08),2 the generative pre-
trained transformer from OpenAI’s GPT-4 family
(Achiam et al., 2023). We selected these models
(especially the latest version of ChatGPT) as they
are some of the most powerful LLMs (at least at
the time this research was carried out) and thus are
most likely to be capable of adapting effectively
to various roles, including those of children and
caregivers.

3.2.1 Fine-tuned model
In addition to the LLMs described above, which we
adapt to child-caregiver interaction via prompting,
we also evaluated a smaller—and computationally
more manageable—pre-trained conventional model
that we directly fine-tuned on child-caregiver data.
Specifically, we fine-tuned the distilled encoder-
decoder BlenderBot model (Roller, 2020) on con-
versation data from the CHILDES corpus. 3 This
approach allowed us to compare prompt-based
adaptation of large, general-purpose models with
traditional fine-tuning approaches targeting child-
caregiver interaction patterns.

2The latest version at the moment we wrote this paper.
3See appendix for fine-tuning details.

3.3 Benchmarking

Single-turn testing The single-turn testing eval-
uated LLM’s ability to generate contextually ap-
propriate responses to individual utterances. For
each conversation in our benchmarking dataset, we
implemented two complementary procedures: a)
Child-to-caregiver direction: We extracted each
child utterance and used it to prompt the LLMs to
generate a caregiver-like response. The actual care-
giver response from the CHILDES corpus served as
the reference against which we evaluated the LLM-
generated output. b) Caregiver-to-child direction:
Conversely, we extracted each caregiver utterance
and used it to prompt the LLMs to generate a child-
like response. The actual child response from the
corpus served as the reference for evaluation. This
single-turn setting allows a direct, controlled com-
parison between the caregiver-LLMs’ response and
the caregiver’s or child’s actual response to the
same utterance/prompt.

Multi-turn testing While single-turn testing en-
ables controlled comparisons with actual responses,
it cannot capture the dynamics of extended dia-
logue interactions. Therefore, we implemented
multi-turn testing protocol to evaluate sustained
conversational capabilities. To this end, we sim-
ulated complete dialogues using two distinct in-
stances of the same LLM: one prompted to be-
have as a child (hereafter child-LLM) and an-
other prompted to behave as a caregiver (hereafter,
caregiver-LLM). To initiate these simulated con-
versations, we used the first utterance from each
reference conversation in our dataset as a conversa-
tion starter. While the outcome is not as controlled
as in the single-turn case, the metrics still allow
comparisons to the human reference on average, as
will be clear next.

Zero vs. Few-shot settings We tested the initial
built-in capabilities and biases of the LLMs in a
zero-shot setting where LLMs received only the
utterance(s) they were expected to respond to, with
no additional examples from the CHILDES dataset.
In addition, to test our metrics’ ability to capture
improvement, we tested the same models again in
a few-shot setting where the models were given
the first three child-caregiver pairs of turns in each
conversation, allowing the model to observe exam-
ples of both the linguistic structure and interactive
dynamics for the same participants.

In both conditions, we maintained consistent and
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Figure 1: Developmental trajectories of six linguistic/conversational features in children and LLMs. We compare
actual human data from the child-caregiver dataset CHILDES vs. LLMs playing a child. Models include two
LLMs (GPT-4o, Llama 3) in zero-shot and 3-shot settings. Points represent averages across all utterances and
conversations, and ranges represent 95% confidence intervals.

minimal instructional prompts to avoid introduc-
ing confounding variables. For example, when
prompting for caregiver responses, we used instruc-
tions such as: “You are the parent of a X-year-old
English-speaking child. Now, you are having a con-
versation with your child. Based on the conversa-
tion history above, give your response to the child
input.”) (see the prompt templates in Appendix 7).

3.4 Metrics

We aim to provide a comprehensive benchmarking
evaluating key properties at the word-, utterance-,
and dialogue levels.

At the word level, we followed Dawson et al.
(2021) to quantify the Word concreteness using
human ratings from Brysbaert et al. (2014). This
measure was computed as the average concreteness
rating of all content words in each utterance. We
also used Word density—defined as the proportion
of content (vs. function) words in the utterance in
each utterance. This metric reflects the information
load and was calculated using the established list
of function words by O’Shea et al. (2012).

At the utterance level, we adopted measures
from Räsänen and Kocharov (2024) to capture
structural complexity: a) Utterance length: the
number of words per utterance; b) Syntactic com-
plexity: the mean dependency tree depth for each
utterance using the Spacy toolkit (v3.7) with its

dependency parser based on RoBERTa transform-
ers.4 (Liu, 2008), where deeper trees indicate more
complex structures.

Finally, at the level of the dialogue dynamics, we
measured Semantic alignment, the extent to which
the speaker’s utterance is semantically similar to
their interlocutor’s (across each exchange pair) (Du-
ran et al., 2019; French et al., 2024; Misiek et al.,
2020). To this end, we used BERT sentence em-
bedding (Reimers and Gurevych, 2019). Following
Guo et al. (2023), this was calculated as the average
pairwise cosine distance (1 - cosine similarity) be-
tween BERT utterance embeddings of a speaker’s
contributions across the entire conversation.

4 Results and Discussion

4.1 Single-turn testing

Figure 1 and Figure 2 show the results of single-
turn testing for child-LLMs and caregiver-LLMs
across age groups.

Child-LLM Our analysis reveals that child-
LLMs follow, overall, the developmental patterns
observed in CHILDES, even in the zero-shot set-
ting, showing that these LLMs can simulate devel-
opmental changes in children’s language without

4The dependency parsing implementation provides a struc-
tural representation of syntactic relationships between words
in an utterance.
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Figure 2: Developmental trajectories of six linguistic/conversational features in caregivers and LLMs. We compare
actual human data from the child-caregiver dataset CHILDES vs. LLMs playing a caregiver. Models include two
LLMs (GPT-4o, Llama 3) in zero-shot and 3-shot settings. Points represent averages across all utterances and
conversations, and ranges represent 95% confidence intervals.

explicit guidance.
Specifically, the models capture decreasing con-

creteness and lexical density over time (children
use more abstract words and function words as they
grow older), increasing utterance length and syn-
tactic complexity, and decreasing dialog alignment
alongside increasing dialog diversity (as children
become able to contribute new information instead
of just repeating caregivers’ inputs).

When comparing model performance, GPT-4o
more accurately mimicked children than Llama 3,
achieving closer alignment with CHILDES refer-
ence values across most metrics in the zero-shot
condition. The introduction of few-shot examples
(three interaction pairs) primarily benefited Llama
3, improving its alignment with CHILDES across
several measures, though not consistently across
all metrics. Despite these improvements, GPT-4o
maintained better overall performance following
few-shot prompting.

Caregiver-LLM In simulating caregiver lan-
guage, zero-shot GPT-4o more closely approxi-
mated CHILDES values for utterance-level mea-
sures, while Llama 3 achieved better alignment
with word-level and dialogue-level metrics. Few-
shot prompting significantly improved both models’
performance, with Llama 3 ultimately achieving
better overall alignment with CHILDES reference
values than GPT-4o after exposure to exemplars.

Notably, both models continued to diverge from hu-
man data at the dialogue level, exhibiting higher se-
mantic alignment and lower semantic diversity than
actual caregivers in the CHILDES corpus. Over-
all, there were no clear developmental patterns in
CHILDES caregivers’ behaviors.

4.2 Multi-turn testing
Figure 3 and 4 show the results of multi-turn testing.
For easier comparison with single-turn, we show
the results side-by-side, averaged over age. Here,
we made a caregiver-LLM interact with a child-
LLM (using two instances of the same LLM).5

Child-LLM In zero-shot settings, we observed
marked differences between single-turn and multi-
turn testing across multiple metrics. Most notably,
utterance length, syntactic complexity, and seman-
tic alignment all increased considerably, becoming
less comparable to children in CHILDES.

After few-shot prompting, we observed minor
to moderate improvements, such as reductions in
utterance length 6 and (slight) decreases in both
syntactic complexity and semantic alignment. 7

5We also crossed models in child-LLM vs. caregiver-LLM
(e.g., child-llama 3 interacting with caregiver-GPT-4o), but
observed no noticeable changes.

6Note that length could not be reduced further, even when
we experimented with explicitly setting an upper bound on
children’s utterance in our instructions to the LLM.

7In addition to using LLMs instructed to play a child, we
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Figure 3: Comparison of linguistic/conversational features across the single-turn and multi-turn testing for children.
The bars show the averages across age groups. The points show variability across conversations (40 in total). Models
include two LLMs (GPT-4o, Llama 3) in zero-shot and 3-shot settings. “BB_tuned” which stands for the BlenderBot
model fine-tuned on a subset of CHILDES. Finally, for CHILDES, the data for single-turn and multi-turn is the
same.

Caregiver-LLM Multi-turn testing resulted in a
general increase across most metrics compared to
single-turn testing (with exceptions in dialog di-
versity, which decreased, and concreteness, which
remained constant). These changes made the multi-
turn behavior generally less comparable to human
data in CHILDES. After the few-shot learning, we
observed a significant improvement in multi-turn
behavior, especially in terms of length and com-
plexity, which became much more comparable to
CHILDES. However, we observed only moderate
improvement in dialog-level measures.

While LLMs successfully approximated human
references for word-level and sentence-level prop-
erties under certain conditions, we identified sys-
tematic discrepancies in interactive measures for
caregiver-LLMs across all experimental configu-

also used model fine-tuning. To this end, we considered a
pre-trained encoder-decoder model- Blenderbot fine-tuned on
a subset of caregiver(encoder)-child(decoder) dialogues in
CHILDES. We also explored an alternative approach using
model fine-tuning rather than prompting. Specifically, we fine-
tuned a pre-trained encoder-decoder Blenderbot model on a
subset of caregiver (encoder) to child (decoder) dialogues from
CHILDES. However, while showing reasonable performance
in single-turn testing, this fine-tuned model was erratic and
highly repetitive in the multi-turn interactions, also making it
unsuitable for evaluating caregiver-LLMs.

rations. As illustrated in Figure 4, in both dialog
alignment and diversity, LLMs exhibited higher
alignment and lower diversity than caregiver data
in CHILDES across LLM type (GPT-4o LLama 3),
prompting strategy (zero- vs few-shot) and bench-
marking approach (Single- vs. multi-turn).

To verify this qualitative observation statistically,
we ran, for each of the two interactive measures (Di-
alig_alignment and Dialog_diversity), linear regres-
sions comparing models’ output to the CHILDES
reference, testing all configurations: 2 LLMs x 2
promoting strategy x 2 benchmarking approach.
All 16 comparison models (8 for each measure)
revealed highly statistically significant differences
between LLM-generated and human caregiver lan-
guage, suggesting that interactive caregiver proper-
ties are potentially more challenging to mimic for
LLM.

5 Discussion

This paper presents a preliminary exploration into
ways we can benchmark LLMs’ ability to simu-
late child-caregiver interactive dynamics. While
previous research has typically focused on measur-
ing the properties of a specific structure/level (e.g.,
words or utterances) and/or on evaluating language
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Figure 4: Comparison of linguistic/conversational features across the single-turn and multi-turn testing for caregivers.
The bars show the averages across age groups. The points show variability across conversations (40 in total). Models
include two LLMs (GPT-4o, Llama 3) in zero-shot and 3-shot settings. Finally, for CHILDES, the data for single-turn
and multi-turn is the same.

from one part of the dialogue outside the inter-
active context (mainly focusing on the caregiver),
our novel contribution is in three key aspects: a)
we evaluate child-caregvier language generation
in interaction, b) we tested a more comprehensive
set of measures covering the word, utterance, and
dialog levels, and c) we compared two benchmark-
ing approaches, evaluating the models in short and
extended settings.

We put this benchmarking framework to use,
comparing two powerful LLMs: GPT-4 and
LLama3. Indeed, such a comparison was essential
to distinguish between findings that are likely gen-
eralizable and those that are specific to a particular
model. Our evaluation incorporated both single-
and multi-turn testing. The former is more con-
trolled, allowing a direct evaluation of the LLMs’
response using human references, while the latter,
though less controlled, allowed measuring LLMs’
behavior in more extended conversations. Interest-
ingly, we found that single-turn evaluations, while
insightful, were not totally correlated with the
LLMs’ behavior in an extended conversation. In-
deed, the multi-turn analyses showed an increased
divergence of LLMs from human data, particularly
in utterance-level properties and discourse dynam-
ics (although both benchmarkings led to qualita-

tively similar conclusions regarding this linguis-
tic level). This quantitative mismatch highlights
the importance of dynamic testing of LLMs, since
static testing alone may fail to capture the cumula-
tive effects of sustained interactions—a considera-
tion particularly relevant for applications involving
extended communicative exchanges.

Our benchmarking effort aims not only at com-
paring different LLMs, but also at providing a quan-
titative tool that can be sensitive to incremental im-
provement within the same models. In particular,
comparing zero- vs. few-shot learning, the bench-
mark identified areas where this intervention was
more or less successful: Both GPT-4o and Llama
3 showed marked improvements in matching care-
giver patterns after exposure to just three interac-
tive examples—a finding with important implica-
tions for efficient model adaptation in resource-
constrained contexts.

However, the impact was consistently less pro-
nounced for dialogue-level properties, where mod-
els (whether in single- or multi-turn settings) con-
tinued to exhibit higher alignment and lower diver-
sity compared to human data. This pattern suggests
that while surface-level linguistic features (such
as word and sentence properties) appear relatively
straightforward to adapt to, capturing the interac-
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tive nature of child-caregiver communication is
more challenging (see also Limitations).

In conclusion, we explored a multi-level bench-
marking approach for assessing LLMs’ ability to
mimic child-caregiver language in interactions, and
we showed its usefulness in tracking incremental
improvements. We found that single-turn testing
of the LLMs, as typical in most benchmarks, was
not totally indicative of the LLMs’ real behavior in
extended conversational contexts, thus emphasiz-
ing the need for more dynamic, multi-turn testing
in this line of work. Furthermore, few-shot prompt-
ing was effective in bringing the LLMs closer to
caregivers’ data, especially regarding word- and
utterance-level properties. It was not as effective
on the dialog-level properties. The LLMs exag-
gerated alignment and showed reduced diversity
compared to CHILDES.

6 Limitations

While our explorative work has led to some initial
insights, it also has several limitations and raises
questions for future research.

A primary constraint concerns our selection of
evaluation metrics. We relied on established mea-
sures from previous research to assess LLMs at
word, sentence, and dialogue levels. For children’s
language production, these metrics successfully
captured developmental trajectories, enabling age-
specific benchmarking of LLMs (Figure 1). How-
ever, when applied to caregiver language, these
same metrics failed to reveal clear developmen-
tal patterns (Figure 2), thereby limiting the preci-
sion of our assessment. This asymmetry highlights
the need for developing more refined metrics that
can better capture the subtle adaptations in care-
giver speech across different stages of child devel-
opment.

While evaluating LLMs in the single-turn
scenario—comparing answers to a reference—is
rather straightforward and aligns with the way
LLMs are typically benchmarked, a multi-turn ap-
proach is also necessary in our context since the
ultimate goal behind benchmarking is for these
models to be used in an extended interactive con-
text. However, the multi-turn approach is inher-
ently less controlled as it involves two instances
of LLMs interacting, each playing the role of an
interlocutor. However, since neither instance per-
fectly models the interlocutor, extended interaction
can amplify artifacts, leading the systems to adapt

to each other’s quirks rather than approximating
genuine child–caregiver interaction. Thus, a multi-
turn benchmarking approach can under-estimate
the models’ true capabilities to interact with an ac-
tual human (child or caregiver). That said, the fact
that multi-turn testing was, at least qualitatively,
in agreement with single-turn testing (e.g., both of
them point to LLMs’ ability to adapt more easily to
properties of words and sentences and less easily to
properties of the dialog) is a testimony to the multi-
turn’s potential as a valid method of evaluation in
this context, though, of course, future research is
needed to thoroughly investigate this question.

Finally, we reported that few-shot learning im-
proved caregiver-LLM performance in terms of
utterance length and syntactic complexity, but had
less impact on alignment and diversity. While this
finding was, overall, robust across configurations
in our setup, it should be taken with a grain of
salt, given that we did not systematically test it
in a comprehensive set of experiments. Indeed,
our main goal in this paper, as we stated above,
was not to improve the LLMs’ performance, but
to demonstrate, in a simple case, the ability of the
benchmarking metrics to identify gaps and track
improvement. For example, it is possible that a
larger, more systematic exploration of the prompt-
ing strategies (which is computationally expensive,
and thus, could not be done here in combination
with the other experiments we did) could yield im-
provements across the dialog dimensions as well.

7 Ethics statement

All data used in this study is already publicly avail-
able. This work focuses on model benchmarking
and improvement using offline child-caregiver data
and internal simulations, aiming to advance funda-
mental research in this area. We do not consider
this testing sufficient for deployment; any future
real-life applications should undergo rigorous vali-
dation in child-safe environments with appropriate
human oversight, such as by teachers or parents.
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Appendix A: Prompt templates

We provide prompt templates in different conditions. These are templates for the multi-turn testing. The
templates for the single-turn testing are the same, except there is no conversation history.

The zero-shot prompt template for the caregiver [Conversation history ADULT: <Utterance>, CHI:
<Utterance>...] You are the parent of a <Month>-month-old English-speaking child. Now, you are having
a conversation with your child. <SILENCE> indicates silence in the previous turn; <UNINTELLIGIBLE>
indicates unintelligible speech. Based on the given conversation history above, give your response to
parent input as ADULT. Do not output the speaker label.

The zero-shot prompt template for the child [Conversation history CHI: <Utterance>, ADULT:
<Utterance>...] You are a <Month>-month-old English-speaking child. Now, you are having a conver-
sation with your parent. <SILENCE> indicates silence in the previous turn; <UNINTELLIGIBLE> indicates
unintelligible speech. Based on the given conversation history above, give your response to parent input
as CHI. Do not output the speaker label.

The few-shot prompt template for the caregiver [Conversation history ADULT: <Utterance>, CHI:
<Utterance>...] You are the parent of a <Month>-month-old English-speaking child. Now, you are having
a conversation with your child. <SILENCE> indicates silence in the previous turn; <UNINTELLIGIBLE>
indicates unintelligible speech. Ensure your response is no longer than 50 words regardless of the prompt.
Here are some example interactions: CHI: <Utterance>, ADULT: <Utterance>... Follow the example
interactions. Based on the given conversation history above, give your response to parent input as ADULT.
Do not output the speaker label.

The few-shot prompt template for the child [Conversation history CHI: <Utterance>, ADULT:
<Utterance>...] You are a <Month>-month-old English-speaking child. Now, you are having a conver-
sation with your parent. <SILENCE> indicates silence in the previous turn; <UNINTELLIGIBLE> indicates
unintelligible speech. Ensure your response is no longer than 6 words regardless of the prompt. Here are
some example interactions: CHI: <Utterance>, ADULT: <Utterance>... Follow the example interactions.
Based on the given conversation history above, give your response to parent input as CHI. Do not output
the speaker label.

Appendix B: Finetuning details

We fine-tuned the Blenderbot model, a 400M parameter architecture comprising: a retriever for dialogue
history; a Seq2Seq generator with 2 encoder layers, 24 decoder layers, 2560-dimensional embeddings,
and 32 attention heads; retrieve-and-refine architectures combining dialogue and knowledge retrieval. The
parameters were optimized through preliminary experiments, resulting in a batch size of 16 and a learning
rate of 0.0001 maintained over 4 epochs. The fine-tuning data consisted of 2.6M interaction pairs with
15.8M total word tokens (4.4M child tokens and 11.4M adult tokens) restructured from CHILDES dataset
(MacWhinney, 2000).

Appendix C: Example generations

We present sample generations in Table 1. It shows child-caregiver conversations (CHILDES corpus) and
GPT-4o generations in a multi-turn setting where the child and caregiver are two instances of GPT-4o. All
conversations start from the same child turn (here, all conversations start from a child outputting “silence”).
To extract features, we preprocessed all samples by removing non-verbal behavioral annotations (e.g.,
giggles) and lower-casing words to focus exclusively on verbal content.
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Table 1: Comparison of real and LLM-generated child-caregiver dialogue exchanges. The LLM generation here is
from a multi-turn setting, where two instances of GPT-4o (i.e., a child-LLM and a caregiver-LLM) interact. The
table shows three dialogue samples: (1) a real interaction from the CHILDES corpus, (2) a zero-shot generation
by GPT-4o given only the initial turn, and (3) a few-shot generation by GPT-4o after being shown three previous
examples in the child-caregiver interaction.

Source Role Utterance

CHILDES
(Human)

C SILENCE
A wanna play catch
C let’s play catch
A okay almost
C yeah
A try it again put your hands in like this
C almost
A you wanna hit it

GPT-4o
(Zero-shot)

C SILENCE
A I see you’re still thinking about cherries. It’s okay to feel upset. Would you like a hug while we figure

out something else yummy to eat?
C SILENCE
A I know you’re feeling quiet right now. I’m here when you’re ready. Would you like to hold the banana

and see if it feels fun to peel?
C Banana! Peel it?
A Yes, let’s peel the banana! Can you help me pull the peel down? Then we can eat it together. Yum!
C Banana! Peel! Eat!
A Yes! Let’s peel the banana together. Peel, peel! Now take a bite—yum! Is it tasty?

GPT-4o
(Few-shot)

C SILENCE
A Do you love your big red truck?
C Big red truck! My truck!
A Is it your big red truck? Where will you drive it?
C Drive to park! Big red truck!
A Are we driving your big red truck to the park? That sounds so fun!
C My truck drive park!
A Yes, your big red truck! We can drive it to the park!

Notes: A = Adult, C = Child. All model-generated responses were obtained using default sampling parameters (temperature =
1.0). SILENCE marks an empty turn. Human dialogues are from the CHILDES corpus (MacWhinney, 2000).
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