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Abstract

Enhancing long-term engagement with conver-
sational agents remains a significant challenge.
Controlling the perceived warmth or directness
of an agent’s personality through the style of
its generated text could be used to increase user
likeability. This paper reports an investigation
of a Wizard-of-Oz (WoZ) mediated study of
two variants of a motivational embodied con-
versational agent to measure user perception
of and attitudes towards warmth in interaction
style1. Results show a significant effect of users
preferring an agent with a "more direct" per-
sonality for this scenario, though this effect is
in many ways nuanced.

1 Introduction

There have been many advancements in data-to-
text generation in recent years, especially through
the use of neural networks (Lin et al., 2020; Su
et al., 2021), and more recently, Large Language
Models (LLMs). Most of this work has focused
on content fidelity rather than text style (Lin et al.,
2020; Su et al., 2021). However, LLMs have signif-
icantly improved our ability to style content. Since
the release of ChatGPT in November 2022, dia-
logue systems have been applied to many more
tasks, but the challenge of keeping a user engaged
with an agent and understanding how the nuances
of the agent can be tailored to enhance specific con-
versational goals, for example around motivation
intervention, remains a very real research challenge.
Moreover, the style of generated text can change
the perceived personality of an agent and hence
impact likeability and engagement.

Text style is an important aspect of generated
text as a wide variety of applications require that
information is given in a certain way. Considering
that text generation plays a large role in the user

1Data will be available at https://github.com/Michael-
OMahony/getting-to-the-point-data/ after 01/01/2025.

satisfaction of a dialogue system (Peng et al., 2020),
dialogue systems that aim to imitate a human agent
can appear to have a consistent personality through
a reliable, controllable style of conversation.

While style, personality and its relationship to
engagement and likeability is of relevance to se-
mantics and pragmatics study in general, in this
paper we are particularly focused on the domain
of Motivational Interview (MI) agents. MI is a
counselling technique used to increase a person’s
motivation to change their behaviour. Some other
studies have researched the impact of MIs delivered
by intelligent agents on users.

We hypothesise that agent "warmness" vs "di-
rectness" will impact participant likeability leading
to differences in responses to the general agent
ratings (see section 3). We also hypothesise that,
from these ratings, there will be a preference of one
simulated personality over the other.

2 Related Work

The impact of personality variations in the health-
care domain has already been the subject of signifi-
cant study. Many of these works look at agent em-
pathy (Barange et al., 2022; Chauvin et al., 2023)
but there are also works focused on other aspects
such as humour (Olafsson et al., 2020) and adaptiv-
ity (Egede et al., 2021).

A few studies have employed an agent to deliver
MIs to participants to increase their motivation to
eat healthier (Olafsson et al., 2020, 2019), exercise
more (Olafsson et al., 2020, 2019; Galvão Gomes
da Silva et al., 2020, 2018; Chauvin et al., 2023), or
quit unhealthy behaviours such as excessive alcohol
consumption (Olafsson et al., 2023). Some of these
studies used animated conversational agents (Olaf-
sson et al., 2019, 2020; Chauvin et al., 2023), a
NAO robot (Galvão Gomes da Silva et al., 2018), or
video recordings of human actors (Galvão Gomes
da Silva et al., 2020) to build the ECA.
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3 Experiment Design and Methodology

To investigate the perception and impact of direct-
ness variation in MI agents, we conducted an on-
line WoZ between-subjects user study to measure
the likeability of the ECA. The interaction sce-
nario was an MI delivered by a virtual agent to
increase users’ motivation to change their exercise
behaviour. Participants interacted with the ECA via
voice though mediated through an online interface.
We recruited 25 participants from local communi-
ties. Participants were also given a questionnaire,
and a number of concrete metrics were collected
alongside recordings of the interactions.

The interview script was adapted from an earlier
study that used a NAO robot to deliver an MI to par-
ticipants to help increase their motivation to change
their exercise habits (Galvão Gomes da Silva et al.,
2018). While our experiment used a WoZ setup,
in the original study the participant would control
when the next utterance was delivered by pressing
a button on the robot’s head. The authors designed
the script so that each question should make sense
to the user, irrespective of how they answered pre-
vious questions. In practice this method mostly
worked, but there were instances where a some-
what broad question lead to some confusion.

Building on the existing corpus, we created two
conditions by altering the text style of parts of the
original script using ChatGPT to create "warmer"
and "more direct" versions of the agent script. In
practice, we only changed the beginning and end
of the script, aside from a minor change in the first
question for clarity, we did not alter any of the ques-
tions as designing a counselling intervention was
outside the scope of this work, and we believe the
start and end of an interaction are influential on user
satisfaction. There were no options to change the
next utterance based on the participants responses,
but we could repeat the last question upon request.

Participants answered a questionnaire before and
after the interaction. The pre-interaction question-
naire included demographics, exercise frequency,
Ten-Item Personality Inventory (TIPI) for the par-
ticipant (Gosling et al., 2003), familiarity and atti-
tudes towards virtual agents. The post-interaction
questionnaire included the TIPI for the virtual agent
(Gosling et al., 2003), general agent ratings (Olaf-
sson et al., 2019, 2020), and an open-ended feed-
back box. The general agent rating questions were
Q1:"I am satisfied with the agent", Q2:"I would
continue talking with the agent", Q3:"I trust the

agent", Q4:"I like the agent", Q5:"The agent was
knowledgeable", Q6:"The conversation was natu-
ral", Q7:"I have a good relationship with the agent",
and Q8:"I am similar to the agent". Participants
rated the agent using a five point Likert scale.

As the focus of our work was on embodied
agents rather than text or speech only based in-
teraction, the agent was given a virtual appearance.
For this we used the Unity game engine, along with
a Ready Player Me avatar. Moreover, we used the
Talking With Hands dataset for the talking gestures
(Lee et al., 2019), Ready Player Me animation li-
brary for the idle animation, and Salsa Lip Sync.
Google’s Cloud AI text-to-speech was used for the
agent’s voice, where we selected a female avatar
as some studies suggest that men slightly prefer a
female therapist to a male one or do not care, and
women are much more likely to prefer a female
therapist (Liddon et al., 2018; Seidler et al., 2022).
In general, each experiment lasted 20-30 minutes,
with the interaction lasting 5-15 minutes.

4 Results

The interaction times between the "warmer" and
"more direct" conditions were not statistically sig-
nificant (means=680, 646s). Table 1 presents mean
Likert Ratings for each of the key likeability ques-
tions. The means for the responses to every ques-
tion were higher for the "more direct" condition
though when analysed on a question by question
basis, the only question which demonstrated sta-
tistically significant difference was Q7. Potential
limitations were the sample size, and our inability
to alter most of the agent script. Future work will
focus on nuancing the qualities of directness and
warmness in speech and embodying these in a more
automated agent with evaluation of effectivness as
well as engagement.

Q Warm Direct Difference Sig.
1 3.46 3.83 -0.37 0.4494
2 3.08 3.33 -0.26 0.5729
3 3.15 3.50 -0.35 0.4058
4 3.53 4.00 -0.46 0.0953
5 3.23 3.50 -0.27 0.5685
6 2.85 3.00 -0.15 0.5495
7 2.85 3.42 -0.57 0.0379*
8 2.15 2.25 -0.10 0.8193

Table 1: Means and significance for each question.
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