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Abstract

This study explores how encoder-only Lan-
guage Models (LMs) recognize social relation-
ships from textual data, examining both the
models’ behaviour and structure. Behaviourally,
we analyze word importance, determined by
SHAP values, to identify which lexical fea-
tures—such as pronouns, sentence-final parti-
cles, and spelling variations—most influence
the model’s predictions in different conversa-
tional settings. Our findings confirm the use of
these lexical features in the model’s predictions
albeit with varying degrees of contribution. We
also validate our results by demonstrating a sig-
nificant correlation between SHAP values and
human evaluations. Structurally, we explore the
impact of spelling variations on the structure
of the encoder-generated word embeddings in
social dimensions; closeness and respect. Us-
ing our projection approach, we observe a shift
along both social dimensions when spelling
variations are introduced in pronouns. Over-
all, this study sheds light on the mechanisms
underlying the encoder model’s social relation-
ship recognition and contributes to verifying
the alignment between the lexical features used
by the model and human intuition.

1 Introduction

Our communication style, including word choice
and tone, plays a crucial role in expressing our so-
cial identity and relationships, such as closeness and
respect (Halliday, 1978; Poynton, 1991). Recogniz-
ing these social cues is, however, highly contextual
and difficult to identify using traditional methods,
particularly in Thai, a language that places a strong
emphasis on social harmony and linguistic propri-
ety (Knutson et al., 2003).

The advent of powerful architectures like the
Transformer (Vaswani et al., 2017) and its deriva-
tives, such as BERT (Devlin et al., 2019), initiated a
new era, achieving remarkable performance across
various NLP tasks, including social relationship

recognition. However, their complex “black-box”
nature renders their inner workings opaque, posing
challenges for model interpretation and potentially
leading to the generation of harmful content or hal-
lucinations (Weidinger et al., 2021). Therefore, de-
veloping explainability mechanisms is critical to
elucidate how these models operate enabling users
to understand the rationale behind predictions or
generated text, fostering trust, accountability, and
responsible deployment across various NLP appli-
cations (Zhao et al., 2024; Doshi-Velez and Kim,
2017).

This study aims to address these challenges by
developing a model proficient in recognizing close-
ness and respect using encoder-only Language Mod-
els (LMs), while simultaneously illuminating the
underlying reasoning processes of these models
through behaviour and structure aspects of the
model. Firstly, we investigated word importance,
estimated by SHAP value, to observe what lexical
features (including pronouns, sentence-final parti-
cles and spelling variation) contribute the most to
the model’s predictions. We compared them across
different conversational settings (private/public con-
versations, self-reported/perceived labels). In the
end, we can confirm that all three lexical features
contribute to the model’s predictions. It, however,
contributes to a different degree in different settings.
For instance, first-person pronouns emerge as the
primary contributor to the model’s predicted close-
ness across all conversational contexts, surpassing
other pronoun types. Conversely, singular pronouns
only contribute to perceived closeness. Similarly,
words with morphophonemic variation only influ-
ence predicted respect within private conversations.

Secondly, we explored the structure of the
encoder-generated word embeddings in a social
context by projecting the model’s word embeddings
onto dimensions representing closeness and respect.
We presented our work on the investigation of how
the introduction of spelling variations affects the
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model’s embeddings. Our findings demonstrate that
introducing spelling variations in pronouns does
not alter the overall shape of the projected distribu-
tion of word embeddings along the dimensions of
closeness and respect. However, there is a notable
shift towards increased closeness and decreased re-
spect, as confirmed by the Mann-Whitney U test
on the mean values. This underscores the model’s
sensitivity to linguistic nuances in shaping social
perceptions.

2 Related Works

In this section, we review various explanation tech-
niques tailored for LMs, categorizing them into two
subsections based on their targeted facets of explain-
ability. The first subsection delves into methods de-
signed to provide an explanation from input features
to determine the importance of each input token,
for a given prediction (Behavioural). The second
subsection explores methods that delve into the in-
ternal representation of LMs, seeking to discern its
correlations with linguistic features (Structural).

2.1 Behavioural Analysis

Behavioural analysis often relies on strategically
manipulating model inputs to observe their result-
ing behaviour. This approach leverages the inherent
explanatory power of input features in NLP, where
inputs directly correspond to human-interpretable
elements like words, sub-words, or characters. By
identifying the most influential words, researchers
can gain valuable insights into the model’s internal
decision-making processes.

One prominent approach is Local Interpretable
Model-Agnostic Explanations (LIME) by Ribeiro
et al. (2016). LIME approximates the behaviour
of complex models using a simple model trained
locally around specific data points. To provide an
explanation for an individual data point, a model, of-
ten a linear model due to its simplicity, is trained on
data sampled locally around that specific instance.
This localized training aims to approximate the be-
haviour of the original complex model within this
restricted region of the feature space. This allows
for explanations tailored to an individual instance.
The authors demonstrated that explanations gener-
ated using LIME can accurately reflect the under-
lying behaviour of the model. However, LIME’s
explanatory power is limited to individual instances
(local explanations). Additionally, Lundberg and
Lee (2017) also highlighted potential shortcomings

in LIME, including violations of local accuracy and
consistency properties. These limitations can lead
to counterintuitive explanations in certain scenar-
ios.

Another method, SHapley Additive exPlanations
(SHAP) by Lundberg and Lee (2017), built upon the
well-established mathematical concept of Shapley
values (Shapley, 1952). SHAP treats input features
as contributors to a prediction outcome in a coop-
erative game. It assigns each feature subset a value
reflecting its contribution. This approach offers
strong expressiveness, particularly for LMs. Unlike
LIME, Lundberg and Lee (2017) demonstrated that
it satisfies all desirable properties including local
accuracy, missingness and consistency. Addition-
ally, SHAP also allows for global interpretations by
averaging its values for each feature across a dataset
which have been shown to be consistent with the lo-
cal explanations (Molnar, 2018; Covert et al., 2020).
Notably, Wu et al. (2021) exemplified a successful
SHAP application in dataset construction by using
it as a guide for their experts in designing counter-
factual examples. Hayati et al. (2021) used SHAP
to investigate how a model predicts linguistic styles
by contrasting lexicons highlighted by humans with
those exhibiting high SHAP scores. In this work,
we employed SHAP in a comparable manner by
aggregating importance scores across three lexical
features. These scores are then used to evaluate the
significance of each lexical feature across different
conversational settings and to assess their alignment
with human-annotated scores.

2.2 Structural Analysis

Structural analysis aims to observe linguistic knowl-
edge embedded within the internal representations
of the model. It is commonly achieved through
probing techniques, which use a simple model, of-
ten a logistic regression, to determine whether a
target linguistic structure can be predicted from
the learned representation. Mohebbi et al. (2021)
successfully demonstrated that representations in
models like BERT encapsulate linguistically rel-
evant information, encompassing both syntactic
and semantic aspects. Their findings also sug-
gest that lower layers predominantly capture word-
level syntax, while higher layers excel at encod-
ing sentence-level syntax and semantic knowledge,
akin to human language processing. However, Be-
linkov (2022) argued that conclusions drawn from
probing techniques may not always be as robust
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as they appear. With sufficiently high-dimensional
embeddings, complex probes, and large auxiliary
datasets, the probes can seemingly learn to extract
any information from any embeddings.

An alternative approach to understanding the
model’s structure involves examining how the
model encodes information within its representa-
tions. Torroba Hennigen et al. (2020) extended
probing techniques by assessing probe performance
on different subsets of dimensions to locate the
amount of linguistic information encoded within
distinct subsets of dimensions. Their research re-
vealed that many morphosyntactic features are reli-
ably encoded by only a small number of neurons.
Kozlowski et al. (2019) adopted a different perspec-
tive by projecting embeddings to provide visual ex-
planations. They leveraged the principle that word
embeddings should be able to capture semantics
as arithmetic relationships between embeddings in
a high-dimensional space. Their work illustrated
that dimensions induced by pre-trained embeddings
correspond to dimensions of cultural meaning (e.g.
rich/poor). The projection of words onto these
dimensions reflects widely shared stereotypes of
social class. For instance, words like “golf” and
“tennis” are associated with rich individuals, while
“boxing” is linked to lower socioeconomic status.
In this study, we adopt a similar approach to inves-
tigate how the introduction of spelling variations
influences the model’s embeddings. This analysis
aims to reaffirm that lexical information is effec-
tively represented within the model.

3 Conversation Corpus

The corpus utilized in this study was collected
from Nakwijit et al. (2024). The corpus comprises
a diverse collection of Thai conversational texts
sourced from two sources; 1,234 private conver-
sations specifically curated from their study and
2,496 public conversations from X (formerly Twit-
ter). The corpus is organised into two tasks, includ-
ing closeness and respect, with three conversational
settings, including

• Setting 1: Private Conversations with Self-
Reported Relationships (Private-Self)

• Setting 2: Public Conversations with Per-
ceived Relationships (Public-Perceived)

• Setting 3: Private Conversations with Per-
ceived Relationships (Private-Perceived)

They also provided a set of lexicons from 15
lexical features. In this study, we only focus on
three lexical features including pronouns, sentence-
final particles and spelling variations. Throughout
the experiments, we linearized the utterances in a
conversation and marked the beginning of each ut-
terance with [sys] or [usr] to indicate those who
initiated the conversation and the respondent. More
detailed descriptions of the corpus and lexical fea-
tures can be found in Appendix A and Appendix B.

4 Social Relationship Models

In this section, we outline our experiments concern-
ing the construction of a social relationship model.
Subsequently, the best model according to the F1
score from each setting was selected for further
analysis in the subsequent sections of the study.

4.1 Experimental Setup
Before model training and analysis, the corpus un-
derwent standard preprocessing procedures, con-
verting text to lowercase, replacing repeated char-
acters with a [REP] token, and tokenizing the text
using PyThaiNLP’s tokenizer (Phatthiyaphaibun
et al., 2023). Following the original paper, we con-
fined our target labels to three levels of closeness
and respect, discarding the minority. Labels for
closeness and respect were then normalized to a
continuous range between -1 and 1, where -1 and 1
denote the lowest and highest degrees of closeness
or respect in that setting.

Lastly, we randomly shuffled the corpus and par-
titioned it into 80% for training, 10% for validation,
and 10% for testing. Standard machine learning
protocols were followed: training was conducted
on the training set, hyperparameters were tuned on
the validation set for optimal F1-score, and final
metrics were reported based on the test set. The
final predictions were discretized back into three
labels using thresholds of -0.5 and 0.5 accordingly.

4.2 Selected Models
We experimented with 6 models; 3 simple baselines,
and 3 LMs, which are as follows:

Majority-class Model: This model serves as the
simplest approach by predicting solely the majority
class. It sets a minimum baseline performance that
accounts for label imbalances.

Naive Bayes Classifier: It is a probabilistic
model based on Bayes’ theorem. It operates un-
der the naive assumption of conditional indepen-
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dence between individual words, given the class
label. This simplification makes it suitable as a
baseline model when it is constrained to employ
only surface-level lexical information. In essence,
it gauges the extent to which closeness and respect
levels can be predicted solely based on observable
lexicons.

Logistic Regression: An Ordinary Least
Squares regression (OLS) model was employed,
utilizing 15 linguistic features as predictors such as
the number of unique words, number of turns, num-
ber of long words, and average number of words
per utterance. This model served as a baseline to
gauge the predictive power conferred solely by the
linguistic features of the conversation.

Fine-tuned XLM-R: It is a multilingual lan-
guage model designed for understanding and gen-
erating text across 100 languages (Conneau et al.,
2020).

Fine-tuned WangChanBERTa: It is a mono-
lingual language model trained on a Thai corpus
(Lowphansirikul et al., 2021).

Fine-tuned PhayaThaiBERT: It is an extended
version of WangChanBERTa via vocabulary trans-
fer to compensate for a lack of foreign vocabulary
and orthographic variations in the previous models
(Sriwirote et al., 2023).

All three encoders were selected for their status as
competitive models, which can leverage pre-trained
common-sense knowledge, surface-level lexical in-
formation, and broader contextual information. Al-
though they all utilize the RoBERTa architecture
(Liu et al., 2019), they vary in terms of their multi-
lingual capabilities (for XLM-R) versus monolin-
gual capabilities (for WangChanBERTa and Phay-
aThaiBERT) and in the size of their vocabular-
ies, ranging from small (25k words in WangChan-
BERTa) to large (250k words in PhayaThaiBERT).

We followed the standard fine-tuning practice on
WangchanBERTa. The fine-tuning parameters for
the model were set as follows:

• Learning rate: 2e-5
• Optimiser: Adam
• Weight decay rate: 0.01
• Number of epochs: 20
• Batch size: 16
• Input max length: 128
• Select the best model with F1 score

Each model was trained five times and reported
the average results according to F1 score. The num-
bers are presented in Table 1.

4.3 Model Performance
A noticeable improvement emerges when additional
information is incorporated into the model. The
Naive Bayes model, with direct access to surface-
level information such as word frequency in a
conversation, demonstrates decent performance,
achieving F1 scores ranging from 0.43 to 0.56 for
closeness and 0.47 to 0.67 for respect—constituting
82% to 90% of the best model’s performance. This
finding aligns with previous research, suggesting
that lexicons alone can serve effectively as social
markers (Schwartz et al., 2013). Conversely, linear
regression on lexical features yields slightly inferior
results, ranging from 0.33 to 0.54 for closeness and
0.31 to 0.46 for respect. Our best model, fine-tuned
PhayaThaiBERT, effectively predicts closeness la-
bels with F1 scores ranging from 0.50 to 0.67 and
respect labels from 0.43 to 0.75 closely followed by
fine-tuned WangChanBERTa and XLM-R.

All LMs surpassed other baselines in nearly all
settings, highlighting the importance of pre-trained
knowledge, such as contextual representations and
common ground knowledge. However, it was ev-
ident that XLM-R, as a multilingual model, per-
formed considerably worse than the other two mono-
lingual models. Additionally, vocabulary expansion
notably enhanced PhayaThaiBERT’s performance
over WangChanBERTa in 5 out of 6 settings.

Upon closer examination, all models struggled in
two specific settings: Closeness Setting2: Public-
Perceived and Respect Setting1: Private-Self, with
F1 scores of only 0.50 and 0.43, respectively. One
possible reason for this may be unclear guidelines
during data collection, as suggested by the notably
low validation agreement observed in Respect Set-
ting1: Private-Self (Nakwijit et al., 2024). How-
ever, this does not fully explain the models’ relative
success in other settings, given that the same groups
of annotators annotated all labels. Another poten-
tial explanation could be that while some settings
exhibit consistent and clear linguistic patterns, the
constructs of self-perceived respect and perceived
closeness are inherently more complex and/or sub-
tle than previously understood. Nevertheless, inves-
tigating this matter further falls outside the scope
of our study.

5 Understanding Model’s Behaviour
Through SHAP

In this section, our objective is to ascertain the ex-
tent to which each lexicon and lexicon type con-
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Task1: Closeness Task2: Respect
Model Setting 1 Setting 2 Setting 3 Setting 1 Setting 2 Setting 3

Private-Self Public-
Perceived

Private-
Perceived

Private-Self Public-
Perceived

Private-
Perceived

Baseline
Majority-class Baseline 0.155 0.206 0.401 0.179 0.276 0.308
Naive Bayes Classifier 0.563 0.435 0.542 0.470 0.678 0.535
Logistic Regression 0.400 0.327 0.542 0.314 0.444 0.463
LMs
XLM-R 0.604 0.420 0.498 0.200 0.675 0.432
WangChanBERTa 0.657 0.490 0.639 0.313 0.748 0.761
PhayaThaiBERT 0.666 0.496 0.657 0.431 0.750 0.712

Table 1: The f1 performance metrics of our social relationship models in the closeness and respect tasks across three
conversational settings

tributes to the model’s predictions.

5.1 Methodology

In our analysis, SHAP values were computed us-
ing our best model (fine-tuned PhayaThaiBERT).
The contribution score for each word in the con-
versations was calculated. These values were then
grouped by their respective lexical features, con-
verted into absolute values, averaged, and subse-
quently reported in Table 2 and Table 3 for close-
ness and respect tasks.

5.2 Results and Discussion

Based on the SHAP values, pronouns emerge as
a pivotal contributor to the prediction process, ex-
hibiting average SHAP values of 1.13, 4.52 and 1.04
per token for closeness tasks and 1.88, 2.93 and 1.71
per token for respect tasks. These values surpass
the baseline derived from random tokens in five
of six settings. The numbers also suggest that pro-
nouns with different morphosyntactic features, such
as grammatical person and numbers, contribute dif-
ferently to closeness tasks. Specifically, first-person
pronouns contribute in all settings while second-
person pronouns are more significant in settings in-
volving private conversations, and third-person pro-
nouns are mainly relevant only in perceived close-
ness in private conversations. Singular pronouns
solely contribute to perceived closeness, while plu-
ral pronouns do not exert more influence on close-
ness than random tokens. Interestingly, pronouns
in spelling variation form, which are typically con-
sidered as noise, make substantial contributions to
predictions in perceived closeness. These findings
are even more pronounced in respect tasks, where
second-person, singular, and non-standard-written
pronouns consistently outperform the random base-

line across all settings.
Regarding sentence-ending particles, the find-

ings highlight disparities between two particle sub-
types: socially-rated and non-socially-rated. The
SHAP values clearly reveal that the model relies
on socially-related particles as cues for closeness,
while not doing so for the latter subtype. Further-
more, we observe that particles with non-standard
spelling influence the model’s predictions of close-
ness and respect more than the random baseline
across all three settings, with SHAP values of 1.33,
7.63, and 1.11 for closeness tasks, and 1.54, 2.14,
and 0.98 for respect tasks. However, these values
are still lower than the SHAP values of pronouns
and pronouns with non-standard spellings in four
out of six settings.

Spelling variations, on the other hand, do not ex-
hibit high SHAP values across all settings. Its con-
tributions from subtypes of the variations, however,
become more pronounced. Morphophonemic vari-
ations, for instance, demonstrate SHAP values per
token of 1.26, 5.37 and 0.95 in the closeness tasks,
and 1.52. 1.90 and 0.86 in the respect tasks. Like
pronouns, these values exceed the random baseline
in 5 out of 6 settings. Importantly, in those 5 set-
tings, its total contribution even surpasses that of
pronouns and sentence-final particles by a consider-
able margin due to the higher frequency of spelling
variations compared to pronouns and particles. This
finding underscores the important role of spelling
variations, especially in public conversations.

Our observations align closely with the findings
obtained from the original work which presents the
corpus and analyses it through statistical analysis
(Nakwijit et al., 2024). This correspondence may
provide evidence that the model leverages analo-
gous linguistic cues to predict the target labels. We,

5



Proceedings of the 28th Workshop on the Semantics and Pragmatics of Dialogue, September, 11–12, 2024,
Trento, Italy.

Lexical Features Setting 1 Setting 2 Setting 3
Private-Self Public-Perceived Private-Perceived

Per token Total Per token Total Per token Total
Reference
Average per token 1.08 125.36 4.07 147.01 0.85 97.91
Pronoun
All pronoun 1.13 4.05 4.52 9.47 1.60 5.65
» 1st person pronoun 1.25 2.85 5.15 7.73 1.14 2.56
» 2nd person pronoun 1.30 3.29 4.33 7.68 2.04 5.11
» 3rd person pronoun 0.71 1.31 3.47 5.61 1.71 3.14
» Singular pronoun 1.13 4.04 4.52 9.40 1.60 5.65
» Plural pronoun 1.07 1.07 4.30 5.73 0.49 0.49
» Pronoun in non-standard spelling 0.74 1.58 7.62 10.02 1.23 2.44
Sentence-final Particles
All particles 1.75 8.81 4.16 7.54 0.93 4.68
» Socially-related particles 3.24 10.03 5.08 7.27 1.31 4.08
» Non-socially-related particles 0.85 2.97 3.47 5.45 0.69 2.43
» Particle in non-standard spelling 1.33 1.86 7.63 8.41 1.11 1.56
Spelling Variation
All spelling variation 1.10 14.48 4.39 19.46 0.86 11.28
» Common misspelt words 0.83 1.29 3.80 5.24 0.80 1.24
» Morphophonemic variation 1.26 10.49 5.37 15.10 0.95 7.91
» Simplified variation 0.90 5.81 3.63 10.79 0.74 4.77
» Repeated characters 0.85 1.82 3.41 4.47 0.54 1.15

Table 2: The average of absolute SHAP values of three lexical features in closeness tasks across 3 conversational
settings from fine-tuned PhayaThaiBERT. The values highlighted in grey denote values exceeding the SHAP
values of their respective random baseline

however, obtained different results when applying
the same method to fine-tuned WangChanBERTa
and XLM-R. The detailed SHAP values for these
two models are reported in appendix E.

5.3 Validation with Human Scores
To assess the validity of the explanation, we
asked the participation of 13 native Thai-speaking
teenagers aged between 18 and 20 years. Each par-
ticipant was presented with a set of 1000 words
selected based on their highest SHAP values and
was asked to select one level of closeness/respect
that was most closely associated with the given
words. These relationship levels were then quan-
tified using numerical values ranging from -2 to
2. Subsequently, we identified the most frequently
selected levels among the participants as the final
score corresponding to each word. Finally, we cal-
culated the correlation between the human-assigned
score and its SHAP value. The results are presented
in Table 4. It is important to note that we excluded
Setting 1: Private-Self because the principle of self-
reported labels does not align with our validation
methodology.

The findings are presented in Table 4. Our results
reveal that, overall, there exists a weak correlation
(r=0.20-0.32) between SHAP values and human
scores in all tasks, except the perceived closeness in
public conversation (Setting 2: Public-Perceived)
which aligned with the low f1 in the same task found
in Table 1.

Notably, pronouns demonstrate a consistent cor-
relation across all settings, in contrast to sentence-
final particles and spelling variations, which do not.
Specifically, sentence-final particles only show a
correlation in the respect tasks within public con-
versations, while spelling variations correlate in all
settings except that task. The absence of correlation
in certain instances remains unclear; this may be
attributed to insufficient data or potential discrep-
ancies between human perceptions and machine
interpretations.

6 Effect of Spelling Variation on
Embedding Structure

To build a further understanding of how the model
represents social meaning, we adopt an analysis ap-
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Lexical Features Setting 1 Setting 2 Setting 3
Private-Self Public-Perceived Private-Perceived

Pertoken Total Pertoken Total Pertoken Total
Reference
Average per token 1.24 143.37 1.95 72.22 0.75 86.78
Pronoun
All pronoun 1.88 6.75 2.93 6.77 1.71 6.27
» 1st person pronoun 1.74 3.98 1.90 2.98 1.62 3.78
» 2nd person pronoun 2.17 5.48 4.04 7.51 1.80 4.60
» 3rd person pronoun 1.88 3.49 1.95 3.48 0.78 1.44
» Singular pronoun 1.88 6.74 2.95 6.78 1.72 6.27
» Plural pronoun 1.14 1.14 1.09 1.34 0.26 0.26
» Pronoun in non-standard spelling 1.81 3.77 2.88 4.15 1.73 3.86
Sentence-final Particles
All particles 1.16 5.89 1.87 3.60 0.65 3.27
» Socially-related particles 1.35 4.19 2.85 4.12 0.74 2.29
» Non-socially-related particles 1.05 3.69 1.23 2.11 0.60 2.09
» Particle in non-standard spelling 1.54 2.16 2.14 2.52 0.98 1.37
Spelling Variation
All spelling variation 1.39 18.31 1.71 7.84 0.77 10.10
» Common misspelt words 1.37 2.13 1.74 2.40 0.88 1.36
» Morphophonemic variation 1.52 12.68 1.90 5.62 0.86 7.16
» Simplified variation 1.21 7.84 1.45 4.50 0.65 4.19
» Repeated characters 0.92 1.97 0.72 0.95 0.88 1.88

Table 3: The average of absolute SHAP values of three lexical features in respect tasks across three conversational
settings from fine-tuned PhayaThaiBERT. The values highlighted in grey denote values exceeding the SHAP
values of their respective random baseline

Lexical Features Closeness Respect
Setting 2 Setting 3 Setting 2 Setting 3
Private Public Private Public

Overall 0.059 0.203* 0.315* 0.240
Pronoun 0.238 0.349* 0.498 0.355
Sentence-final Particles 0.037 0.022 0.017 0.442*
Spelling Variation 0.182* 0.299* 0.215* 0.045

Table 4: The correlations between PhayaThaiBERT’s
SHAP values and human scores for words from three
lexical features and its association with closeness/respect.
Values with a p-value less than 0.05 are indicated by an
asterisk (*).

proach proposed by Kozlowski et al. (2019). The
core idea is to observe how closeness/respect are
encoded by the model and how the representation
changes when there are changes in linguistic fea-
tures which we presented by the introduction of
spelling variations on pronouns.

6.1 Methodology
The analysis consists of 3 steps: calculating the
social dimension, projecting word embeddings onto
the dimension and observing the social orientation
of the words.

Step 1: Calculating the Social Dimension
Each conversation was represented as the average

of the hidden embeddings for each token from the
last layer of the fine-tuned PhayaThaiBERT. To rep-
resent two extreme groups, the embeddings were
separated into two opposite groups based on their
annotated labels: Intimate and Dislike for closeness,
and Highly Respectful and Disrespectful for respect.
The embeddings were subsequently averaged, and
the vector differences from each pair were utilized
as social dimensions for closeness and respect, re-
spectively.

Step 2: Projecting Word Embeddings
In this analysis, our focus was specifically on pro-

nouns, given their notable outcomes thus far. We
manually chose pronouns with spelling variants as
an illustrative example of how the model changes
its representation to align with spelling changes
and their associated social meanings. The last hid-
den embeddings of the selected pronouns from all
conversations, were projected onto the constructed
dimension using cosine similarity.

7



Proceedings of the 28th Workshop on the Semantics and Pragmatics of Dialogue, September, 11–12, 2024,
Trento, Italy.

Step 3: Observing the Social Orientation of the
Words

Finally, we examined the social orientation of
pronouns by plotting the distribution of projected
values. The resulting plots are presented in Figure 1.
Additionally, we conducted the Mann-Whitney U
test over the mean value to ascertain whether the val-
ues in one group are different from those in the other
group and reported the corresponding p-values.

Closeness Respect

Figure 1: The distribution of social orientation val-
ues (cosine similarity) for word embeddings of pro-
nouns and their spelling variations, projected onto di-
mensions representing closeness and respect from three
settings: Private-Self (top), Public-Perceived (middle)
and Private-Perceived (bottom)

6.2 Results and Discussion
The Figure 1 shows that, in general, the model rep-
resents a pronoun with an embedding that leans
toward a closer relationship in private conversa-
tion with the average social orientation values of
0.146, and 0.144 for Setting 1: Private-Self and
Setting 3: Private-Perceived. While leaning against
a closer relationship in the public one with the av-
erage social orientation value of -0.254 for Setting
2: Public-Perceived. It, however, consistently leans
toward disrespectful relationships across all three
settings with the average social orientation values of
-0.069, -0.120 and -0.087 for Setting 1: Private-Self,
Setting 2: Public-Perceived and Setting 3: Private-
Perceived respectively.

Expectedly, our results also suggested that the

model represents pronouns and their variants in a
similar distribution shape. However, we observed a
slight shift in the distribution. The introduction of
spelling variation generally makes the model shift
toward greater closeness and lesser respect with
the differences in mean between the two groups
being -0.040*, 0.010, and -0.022* in closeness tasks
and 0.011, 0.006*, 0.035* in respect tasks where *
indicates when it has p-value less than 0.05. This
further confirms that the model can represent social
nuance quite nicely.

7 Conclusion

In summary, this research provides valuable in-
sights into the mechanisms guiding encoder-only
language models in identifying social relationships
from text data. Through a series examination of
both behavioural and structural aspects, we illus-
trated the critical roles played by three lexical fea-
tures, including pronouns, sentence-final particles,
and spelling variation, in shaping model predic-
tions across three conversational settings. By us-
ing SHAP, we uncovered nuanced relationships
between these lexical features and the behaviour
of model predictions. For instance, pronouns of
different grammatical persons and numbers con-
tribute differently to tasks involving closeness: first-
person pronouns are influential across all settings;
second-person pronouns are particularly significant
in private conversations; and third-person pronouns
mainly affect the perception of closeness in private
contexts. Additionally, our results emphasize the
importance of spelling variations, often overlooked
as linguistic noise, including non-standard forms
of pronouns and sentence-final particles, as well as
other words written in morphophonemic variations.
Lastly, our embedding projection study shows that
the models typically represent pronouns as signals
of increased closeness and decreased respect. Its
embeddings also retain a consistent distribution pat-
tern even when spelling variations are introduced,
albeit with a minor shift towards more closeness
and less respect suggesting that spelling variation
functions as an intensifier of the social meaning.
Collectively, these results affirm that encoder-only
language models effectively encode and use linguis-
tic information, especially sociolinguistic clues in
the lexical features, to a considerable extent.
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A Conversation Corpus

The corpus was originally introduced by Nakwijit
et al. (2024). It is designed to explore how lexical
features interact with social relationships in private
and public settings. The construction of the corpus
is detailed in the following subsections.

A.1 Setting 1: Private-Self
The authors set up a messaging platform, and crowd-
sourced participants aged 18-30 to create a chat
room and invite another participant for a conver-
sation. Participants selected a seeding topic from
the Switchboard corpus (Godfrey et al., 1992) and
conversed on this topic for at least 30 turns. After
the conversation, they privately filled out a form to
identify their relationship in terms of closeness and
respect, choosing from Intimate, Close, Acquainted,
Unfamiliar, Dislike, and Cannot describe for close-
ness, and Highly Respectful, Respectful, Normal,
Disrespectful, and Cannot describe for respect.

A.2 Setting 2: Public-Perceived
The authors collected tweets from X (formerly Twit-
ter) based on 53 popular hashtags in 2022. Those
tweets were filtered and selected with at least two
replies. Each conversation was annotated by three
recruited native Thai-speaking teenagers (16-18
years old), who assessed the degree of closeness
and respect perceived in the conversation with the
same set of labels presented in Setting 1. Each
conversation was presented as a dialogue between
an initiator (A) and a responder (B), withholding
any identifying information about both individuals.
Annotators were instructed to provide labels from
the perspective of the responder (B). Only conver-
sations with at least two annotators in agreement
were retained; the rest were discarded.

A.3 Setting 3: Private-Perceived
The author re-annotated private conversations from
Setting 1 by the annotators from Setting 2. The
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same procedure and labeling scheme as in Setting
2 were applied during this re-annotation process.

B Lexical Features

Our analysis consider only three lexical features;
pronouns, sentence-final particles and spelling vari-
ations. The selection of these features was guided
by their prominence in sociolinguistic literature,
particularly in relation to social factors such as gen-
der, age, and social status in both English and/or
Thai.

Pronoun was chosen as it is a well-studied lexical
feature known for their social functionality across
many languages (Hoonchamlong, 1992; Fitzsimons
and Kay, 2004; Kacewicz et al., 2014). Their fre-
quent use and significant role in communication
make them a critical feature as a reference baseline.

Sentence-final particle was included because it
represents a lesser-known social-related feature.
These particles have limited studies due to their
observation in a narrower range of languages, pri-
marily East and Southeast Asian languages (Cooke
et al., 1989).

Lastly, spelling variation was selected as it rep-
resents a recent linguistic pattern that has gained
recognition for its potential semantic functions
(Surkyn et al., 2021; Nakwijit and Purver, 2022).
There are few studies on spelling variations, espe-
cially in Thai. Importantly, in this paper, spelling
variation is specifically highlighted because of its in-
creasing prevalence in modern conversations driven
by the internet and social networks. By examining
it, we aim to raise awareness of its importance in
contemporary linguistic analysis.

C Social Relationship Models

Here is a detailed description of the input features
for our models:

Naive Bayes Classifier: We used word count as
input features, discarding terms with a frequency
of less than five.

Logistic Regression: We used 15 lexical fea-
tures as input features, including the number of
unique words, number of Thai words, number of
long words (more than 7 characters), number of
out-of-vocabulary words, number of 1st person pro-
nouns, number of 2nd person pronouns, number
of 3rd person pronouns, number of pronouns in
non-standard spellings, number of socially-related
particles, number of non-socially-related particles,
number of sentence-final particles in non-standard

spellings, number of common misspelt words, num-
ber of morphophonemic variations, number of ab-
breviations, and number of repeated characters,

For each conversation, we examined each word
and identified its lexical type using a dictionary-
based approach. The dictionaries for each lexical
type were provided by the authors of the corpus.
We counted the number of words corresponding
to each lexical feature. Finally, the values for each
lexical feature were normalized by the total number
of words in the conversation.

D Human Validation

In our validation in section 5.3, we intentionally
recruited participants aged 18-20. This decision
was made to closely match the age range of the
participants in the original corpus.

We acknowledge that this decision introduces
a bias, potentially affecting the interpretation of
results, as language usage can vary across different
age groups. However, this age group was our target
population because they have grown up with text-
only communication technology and are familiar
with internet slang and variations, making them
ideal candidates for validating our experiments.

During the annotation process, each
word was presented without context.
The annotators were asked the follow-
ing question: “ตอบในมุมมองของคนทีใ่ช้คำๆนี ้
ในบทสนทนา ถ้าเห็นเขาใช้คำๆนีแ้ล้ว คิดว่า
เขามีความสัมพันธ์อย่างไรกับคนทีเ่ขากำลังพูดด้วย ”
(translation: Answer from the perspective of
the person using this word in the conversation.
When you see them using this word, what do you
think their relationship is with the person they are
speaking to?).
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E SHAP Value from LMs

The tables below present the average of absolute SHAP values across all tokens for three lexical features
(pronoun, sentence-final particles, spelling variation) in three conversational settings. Values highlighted
in grey indicate those exceeding 10% of their respective random baselines, which are calculated from the
SHAP values of 100 randomly selected tokens.

E.1 Fine-tuned XLM-R
E.1.1 Closeness

Lexical Features Setting 1 Setting 2 Setting 3
Private-Self Public-Perceived Private-Perceived

Per token Total Per token Total Per token Total
Reference
Average per token 1.07 123.94 1.80 65.14 0.58 67.67

Pronoun
All pronoun 0.80 3.64 1.29 3.46 0.25 1.13
» 1st person pronoun 0.78 2.14 1.21 2.20 0.23 0.63
» 2nd person pronoun 0.87 2.78 1.23 2.67 0.28 0.88
» 3rd person pronoun 0.49 1.02 1.02 1.92 0.20 0.41
» Singular pronoun 0.80 3.63 1.27 3.37 0.25 1.13
» Plural pronoun 0.23 0.23 2.33 3.00 0.11 0.11
» Pronoun in non-standard spelling 0.47 0.96 1.33 2.01 0.23 0.45

Sentence-final Particles
All particles 2.98 22.07 1.86 4.27 3.39 25.04
» Socially-related particles 7.11 29.19 2.68 4.40 8.35 34.35
» Non-socially-related particles 0.60 2.98 1.29 2.29 0.51 2.53
» Particle in non-standard spelling 0.85 1.43 2.44 2.81 0.92 1.54

Spelling Variation
All spelling variation 1.27 23.45 1.65 9.98 0.55 10.13
» Common misspelt words 0.96 1.69 1.50 2.19 0.20 0.35
» Morphophonemic variation 1.70 18.67 2.09 7.44 0.79 8.63
» Simplified variation 0.68 6.22 1.30 5.24 0.24 2.21
» Repeated characters 0.53 1.14 1.50 1.97 0.15 0.32
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E.1.2 Respect

Lexical Features Setting 1 Setting 2 Setting 3
Private-Self Public-Perceived Private-Perceived

Per token Total Per token Total Per token Total
Reference
Average per token 0.22 25.50 1.37 50.69 0.30 34.33

Pronoun
All pronoun 0.18 0.83 2.07 6.11 0.16 0.74
» 1st person pronoun 0.15 0.43 1.68 3.16 0.16 0.46
» 2nd person pronoun 0.20 0.64 2.72 6.25 0.17 0.56
» 3rd person pronoun 0.16 0.33 0.77 1.59 0.14 0.30
» Singular pronoun 0.18 0.83 2.10 6.10 0.16 0.74
» Plural pronoun 0.15 0.15 0.64 0.84 0.08 0.08
» Pronoun in non-standard spelling 0.17 0.34 0.75 1.22 0.12 0.26

Sentence-final Particles
All particles 0.52 3.86 0.96 2.29 0.21 1.53
» Socially-related particles 1.12 4.61 1.40 2.27 0.24 1.00
» Non-socially-related particles 0.17 0.86 0.70 1.36 0.19 0.92
» Particle in non-standard spelling 0.19 0.31 1.03 1.22 0.20 0.34

Spelling Variation
All spelling variation 0.20 3.63 0.91 5.80 0.19 3.53
» Common misspelt words 0.22 0.39 1.01 1.45 0.19 0.33
» Morphophonemic variation 0.21 2.33 1.04 3.91 0.21 2.32
» Simplified variation 0.19 1.75 0.82 3.48 0.18 1.64
» Repeated characters 0.19 0.40 0.28 0.37 0.19 0.40
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E.2 Fine-tuned WangChanBERTa
E.2.1 Closeness

Lexical Features Setting 1 Setting 2 Setting 3
Private-Self Public-Perceived Private-Perceived

Per token Total Per token Total Per token Total
Reference
Average per token 1.34 156.00 2.91 105.40 1.17 135.70

Pronoun
All pronoun 1.51 5.42 3.68 7.72 1.92 6.78
» 1st person pronoun 1.61 3.69 4.51 6.76 1.67 3.77
» 2nd person pronoun 1.91 4.83 3.76 6.66 2.41 6.05
» 3rd person pronoun 0.94 1.74 2.21 3.57 1.87 3.44
» Singular pronoun 1.52 5.42 3.72 7.73 1.92 6.77
» Plural pronoun 0.46 0.46 1.32 1.76 0.24 0.24
» Pronoun in non-standard spelling 0.90 1.92 6.02 7.91 1.72 3.43

Sentence-final Particles
All particles 2.87 14.46 3.30 5.99 1.51 7.64
» Socially-related particles 5.24 16.26 3.43 4.91 2.58 8.02
» Non-socially-related particles 1.43 5.00 3.21 5.03 0.86 3.03
» Particle in non-standard spelling 1.98 2.77 7.20 7.94 1.08 1.51

Spelling Variation
All spelling variation 1.39 18.25 3.36 14.89 1.08 14.23
» Common misspelt words 1.09 1.69 3.14 4.33 1.22 1.89
» Morphophonemic variation 1.64 13.66 4.21 11.83 1.19 9.90
» Simplified variation 1.08 7.00 2.69 7.98 0.87 5.67
» Repeated characters 0.64 1.37 3.39 4.44 0.41 0.88
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E.2.2 Respect

Lexical Features Setting 1 Setting 2 Setting 3
Private-Self Public-Perceived Private-Perceived

Per token Total Per token Total Per token Total
Reference
Average per token 1.49 173.20 2.16 80.16 0.46 53.21

Pronoun
All pronoun 3.57 12.84 2.64 6.11 1.11 4.06
» 1st person pronoun 3.76 8.59 1.86 2.92 1.24 2.89
» 2nd person pronoun 4.17 10.54 3.25 6.05 1.00 2.57
» 3rd person pronoun 3.28 6.10 1.92 3.43 0.44 0.82
» Singular pronoun 3.59 12.85 2.66 6.11 1.11 4.06
» Plural pronoun 0.55 0.55 1.09 1.34 0.22 0.22
» Pronoun in non-standard spelling 3.62 7.52 2.00 2.89 1.07 2.39

Sentence-final Particles
All particles 1.53 7.77 2.26 4.35 0.49 2.47
» Socially-related particles 2.02 6.27 3.16 4.58 0.69 2.14
» Non-socially-related particles 1.24 4.35 1.67 2.86 0.37 1.29
» Particle in non-standard spelling 1.79 2.52 2.45 2.87 0.39 0.55

Spelling Variation
All spelling variation 1.91 25.11 1.93 8.86 0.46 6.01
» Common misspelt words 1.53 2.37 2.26 3.12 0.49 0.76
» Morphophonemic variation 2.29 19.08 2.16 6.40 0.51 4.27
» Simplified variation 1.45 9.36 1.64 5.07 0.38 2.44
» Repeated characters 0.66 1.42 1.28 1.69 0.18 0.39
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