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Abstract

Questions are a fundamental tool for acquiring
information, from children’s learning to com-
plex tasks. Recent work has shown that the
informativeness of questions by large language
models (LLMs) can be enhanced through Di-
rect Preference Optimization (DPO) and Ex-
pected Information Gain (EIG). In this study,
we evaluate the effectiveness of a DPO-trained
model in the context of medical interviews. Our
findings indicate that DPO training improves
success rates in medical interviews, thereby
demonstrating the broader applicability and
generalizability of this approach.

1 Introduction

Questions in language serve as requests for infor-
mation (Hiz, 1978). The speaker lacks information
in their knowledge state and asks questions to gain
this information. This process of acquiring infor-
mation through questioning is essential for children
to learn about the world (Ruggeri and Lombrozo,
2015) and for adults to solve complex problems
(Gevaetal., 2021). A complex problem is a med-
ical interview: the doctor asks questions to elicit
the patient’s signs and symptoms. Once enough in-
formation has been collected, the doctor identifies
the disease and proceeds with treatment.

Despite their remarkable language and reason-
ing abilities (Kojima et al., 2022), Large Language
Models (LLMs) have been observed to generate
low informative questions (Bertolazzi et al., 2023),
evaluated through the 20 Questions Game and Ex-
pected Information Gain (EIG). Based on the intu-
ition that LLMs are good at generating diverse ques-
tions and providing answers to these close-ended
questions (Testoni et al., 2023), Hu et al. (2024)
propose an inference time probabilistic reasoning
strategy (see also Piriyakulkij et al. 2023). The
authors make the LLM generate different questions
via sampling, then selecting the question maximiz-
ing the EIG measure. Alternatively, Mazzaccara

Possible  diseases: enteritis, cold,
pancreatitis, upper respiratory  tract
infection, ~ diarrhea,  allergic  rhinitis,
gastiitis, irritable  bowel  syndrome,
pneumonia, constipation, ~ cholecystitis,
appendicitis, gastric ulcer, esophagitis,

Disease: gastritis
gastroenteritis

Self-report: These days during the day, | feel uncomfortable in my heart, and
I feel a bit nauseous and sick. Around 10 in the morning until the afternoon, |
suddenly feel stuffy and want to vomit. (Female, 20 years old)
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Have you had any
difficulty breathing
or chest tightness

lately?

Have you noticed
any changes in your
appetite or weight

recently?
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L Have you had any
abdominal pain or
discomfart,
especially in the
upper right side of
your abdomen?
Have you noticed any
changes in your bowel
movements, such as
diarrhea or constipation,

in the past few days?
Figure 1: Example of a Medical Interview (MedDG).

The dialogue is machine-generated: LLAMA 2 DPO
plays the role of the doctor and GPT-3.5 the patient.

et al. (2024) use probabilistic reasoning to create a
dataset of sampled low and high-informative ques-
tions. By training on these data with preference op-
timization, the authors conclude that LLMs could
learn to reason with informativeness.

Mazzaccara et al. (2024) concludes that LLM’s
reasoning with informativeness generalises across
different domains. Our study delves into this con-
clusion by testing the trained model on a different
domain and task, i.e., medical interviews. Medi-
cal interviews are task-oriented dialogues, where
the doctor collects information through question-
answer pairs to make a diagnosis. As illustrated
in Fig. 1, the doctor is provided with the possible
diseases and a patient’s self-report. The doctor asks
questions about the patient’s signs and symptoms to
identify the patient’s disease. LLMs, trained to ask
informative questions, could assist doctors towards
more efficient and effective medical interviews.
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2 Setting

The 20 Questions Game and Medical Interviews
comprise two roles, a Questioner and an Answerer.
The Questioner ask yes/no questions to collect in-
formation and identify the candidate in a list of
possible candidates. The Answerer guides this pro-
cess, providing truthful yes/no answers. In our
setting, a game consists of the candidate set with
the target candidate; a dialogue is the series of
question-answers exchanges. A dialogue is consid-
ered successful if the target is reached within the
first 20 questions.

To train an LLM to ask informative questions,
Mazzaccara et al. (2024) creates 20 Question
games with common concepts from the following
categories: mammal, bird, clothing, weapon, fruit,
and vegetables. Questions are sampled from the
chosen LLM, LLAMA 2-CHAT (7B), and then eval-
uated in terms of EIG by the same model. The re-
sulting low and high-EIG questions are employed
to tune the same LLAMA 2 with Direct Preference
Optimization (Rafailov et al., 2023). Trained to ask
more informative questions, the resulting model
is more efficient (fewer turns to reach the target)
and more effective (higher success rate) in the 20
Questions game in different domains. We compare
LLAMA 2-CHAT (7B) Zero-shot and after DPO
as Questioner, the Answerer is GPT-3.5-TURBO-
0125.

In the task of Medical Interview, the Questioner
asks yes/no questions to identify the patient’s dis-
ease.! Medical interviews differ from the 20 Ques-
tions game in that the Questioner is initially pro-
vided with a self-report from the patient. This
implies that a medical interview game comprises:
self-report, possible candidate diseases, and the
target disease. The self-report is provided to the
Questioner before the first turn alongside the possi-
ble diseases. In our evaluation setting, we test the
trained model with and without the self-report in
two medical datasets.

The medical datasets employed for testing are
DX (Xu et al., 2019) and MedDG (Liu et al., 2022).
The English versions of the datasets are provided
by Hu et al. (2024). The self-reports of both DX
and MedDG have been extracted from human on-
line doctor-patient interviews. We employed the
test set of DX, consisting of 104 games with 5 pos-

!Simplifying our setting to yes/no questions and answers
allows for easier computation of EIG, while representing a
good approximation of the task

sible diseases. For MedDG, we use the 10% of the
selected games by Hu et al. (2024). The resulting
MedDG dataset consisting of 50 games with 15
possible diseases.

3 Results

We evaluate the training’s impact on efficiency and
effectiveness in medical interviews. The Average
number of Questions (AQ) measures efficiency as
the number of questions the model needs to reach
the target. The Success rate at 1 (S@1) measures
effectiveness as the percentage of times the model
achieves the target within the first tentative.

The results are reported in Table 1. DPO train-
ing seems not to positively impact informativeness,
as shown by lower AQ in all settings. In terms
of effectiveness, instead, the DPO training leads
to higher S@1 for both DX and MedDG. In DX
medical interviews, the DPO outperforms the Zero-
shot by an absolute difference of +12.5% in S@1
without the self-report and +28.8% S@1 with the
self-report. Overall this is a rather positive result
given that DPO has been trained on radically differ-
ent concept domains. When comparing the same
setting with and without the self-report, we see
that for large candidate sets, MedDG, both Zero-
Shot and DPO improve their Success rate, as one
would expect; interestingly, DPO improves its effi-
ciency more than Zero-shot (the AQ decreases —3
vs. —0.6). Maybe surprisingly, with smaller can-
didate sets, DX, both DPO and Zero-shot improve
in efficiency, when the self-report is provided, but
their success rate decreases with DPO suffering
less (—5.8 vs. —22.1).

Setting Method DX MedDG
AQ . S@1 + AQ . S@1 +
wlo Zero-shot 5.5 42.3% 7.6 6.0%
self-report  DPO 6.3 54.8% 9.9 12.0%
self-report  Zero-shot 4.4 20.2% 7.0 18.0%
DPO 4.5 49.0% 6.9 22.0%

Table 1: Results for LLAMA 2-CHAT (7B) zero-shot and
DPO in DX and MedDG. In the first row are reported
the results for the setting without self-report. In the
second row, with the self-report.
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