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Abstract

LLM-based chatbots represent a significant
milestone as the initial point of interaction be-
tween artificial intelligence and the general pub-
lic. These chatbots offer greater flexibility com-
pared to traditional chatbots, yet their behavior
deviates notably from human interaction pat-
terns. Current annotation schemas may not be
adequately suited to capture this unique inter-
action paradigm. In this paper, we propose
a novel annotation method designed to anno-
tate interactions between ChatGPT and users
of varying expertise levels engaged in complex
tasks. Our approach builds on the MIDAS anno-
tation framework, introducing an additional se-
mantic layer inspired by the Von Neumann base
operation set. This layer provides detailed de-
scriptions of requested behaviors and prompts,
enhancing the granularity of interaction analy-
sis. We aim to utilize this annotation scheme to
explore the relationship between user interac-
tions and their perception of AI, evaluate user
expertise, and offer insights and suggestions
for improved alignment and support.

1 Introduction

The direct availability of LLMs on the cloud and
their advanced ability to perform tasks described in
natural language have made AI systems accessible
to the general public for the first time. However,
these systems introduce new challenges in human-
machine interactions. For example, their limited
reasoning capabilities and language understanding
can result in generating contextually inappropriate
information (Tamkin et al., 2021) or restrain them
from accurately interpreting context and user inputs
(Bang et al., 2023). Besides, some users perceive
ChatGPT as complex, struggle to understand its re-
sponses, and experience cognitive fatigue (Tiwari
et al., 2023). This phenomenon may be aggra-
vated when users attribute human-like traits to AI

systems (Antonenko and Abramowitz, 2023) and
create prompts that are either too broad or overly
specific (Zamfirescu-Pereira et al., 2023), further
complicating user interactions. Evaluating the be-
haviors of LLMs has received a lot of attention
in the literature (Bommasani et al., 2023; Chang
et al., 2024), however, methods have often focused
on technical aspects rather than user interaction
(Cremonesi et al., 2011). Also, previous studies on
users’ perceptions and experiences, combining dif-
ferent types of measures adopted for human-human
(Fiske et al., 2018) or human rule-based chatbot
interaction (Haugeland et al., 2022), found con-
trasting feedback from the same users (Theophilou
et al., 2023).

With the exception of MIDAS: (Yu and Yu,
2019), available annotation schemes for domain-
independent purposes are designed for human-
human interactions. Understanding users’ mental
models, including their expectations and interac-
tion strategies with LLM-based chatbots is cru-
cial for enhancing their usability and support the
users (Tiwari et al., 2023). Because of the evi-
denced specific features, we argue that even MI-
DAS (human-machine) is incomplete for human-
LLM chats and offer a contribution for its adapta-
tion. Given their unprecedented capabilities, LLM-
based chatbots are often used for complex tasks
(Braun and Matthes, 2021) that users, especially
expert ones (Koyuturk et al., 2023), articulate in
an imperative, program-like format, which is quite
different from previous interactions with traditional
chatbots or humans.

2 Related works

Pragmatic annotation is typically based on speech
acts (for a comprehensive overview, see Horn and
Ward, 2004). These are often adapted to the con-
text, like in the game Catan (Asher et al., 2016,
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Martinenghi et al., 2024). One of the most influ-
ential domain-independent annotation systems is
Dialogue Act Markup in Several Layers (DAMSL;
Core and Allen, 1997). DAMSL introduced a dis-
tinction between Forward-looking (e.g., questions)
and Backward-looking (e.g., answers) acts. To-
gether with the classes Communicative Status and
Communicative Level, they take the annotation to
a multi-dimensional domain which opens to multi-
labeling.

The necessity for multi-dimensional annotations
was later stressed by Popescu-Belis (2005) and
Bunt and Romary (2004). This led to the design
of DIT++ (Bunt, 2009), a taxonomy developed
from the Discourse Interpretation Theory (DIT;
e.g., Bunt, 1994) with elements from DAMSL. In
turn, DIT++ served as a basis for ISO 24617-2
(Bunt et al., 2020), which inherited nine of its 10
dimensions and which includes specification of Di-
alogue Act Markup Language (DiAML). Recently,
this annotation scheme was tested on conversations
with AI agents in a doctor-patient setting (Bunt and
Petukhova, 2023).

A multi-dimensional approach was adopted by
Machine Interaction Dialogue Act Scheme (MI-
DAS; (Yu and Yu, 2019)). Like DAMSL and ISO,
MIDAS is an independent-task annotation struc-
ture, but unlike them, it was specifically designed
for human-machine conversations. It consists of
two 2 trees: Semantic Request and Functional
Request. Semantic Request is subdivided into
the classes Initiative (Question, Command) which
traces DAMSL’s Forward-looking category, and
Responsive (Opinion, Statement non-opinion, An-
swer) which traces the Backward-looking’s. These
two trees allow to track introduction of new topics
as well as discourse level coherence.

3 VON NEUMIDAS

Our approach builds on MIDAS by introducing a
new layer inspired by the first Von Neumann ar-
chitecture for programmable computers (Von Neu-
mann, 1993). This new dimension is an enhance-
ment of the directive speech acts which aims to
describe (1) relevant aspects specific to the human-
LLM interaction and (2) failures (disagreements)
of pragmatic or semantic nature.

A first categorization (Command Type) captures
the type of instructions given to the agent through
4 classes. The classes Input Operation and Output
Operation describe how the agent should handle

incoming input, and how it should translate into
actions or outputs. As sometimes users prompt an
LLM to set its behavior in a specific way (i.e., "Act
like a teacher") we introduce the class Set state for
these situations. Other times, LLM’s behavior is
ordered to be conditional (i.e., "Stop when I ask
why"): we use the class Control. We allow, for
each directive speech act (MIDAS questions and
command) at most two Command Type labels.

A second categorization serves as specification
for the first categorization with the goal to track
references between contextual information, thus
creating a framework to highlight failures. The
class Roles (Addressee, Executor) describe the di-
rection of the action. The class Links (Points to,
Points back to) outline the statements where the
action is performed or where it was requested. The
class Consistency evidences the matching between
the argument of the request and the response (Se-
mantic agreement) and between semantic requests
and the participants’ roles (Pragmatic agreement).

The main contribution of this scheme is the op-
portunity to identify errors (semantic and pragmatic
disagreements) by leveraging discourse features
belonging to the traditional studies on pragmatics,
bridging them with a computational view of LLM’s
behaviors. In particular, the classes Links and Con-
sistency offer a simple yet clear notation of these
occurrences.

4 Conclusions

LLM-based chatbots have introduced the general
public to new tools that ’actually do things just
with words’, i.e. perform complex tasks described
in natural language and produce complex natu-
ral language output (Brown et al., 2020), and not
only. However, they can show unexpected and/or
computer-like behaviors and may require the user
to adapt the interaction style to fulfill the desired
goals (Koyuturk et al., 2023). Understanding the
difficulties of the users and the errors of the chat-
bots requires a multi-level analysis of their inter-
actions. And while LLMs have general difficulty
with pragmatics (Chan et al., 2023; Martinenghi
et al., 2024), in these complex tasks, where they
often receive program-like inputs, it is the interac-
tion between semantics and pragmatics that is more
difficult to track. Current, annotation schemes do
not capture this element. Our suggestion to deepen
MIDAS’ capabilities to adapt to LLMs’ usage pe-
culiarities offers a novel contribution to the field.
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A Annotation Tables and Examples
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Table 1: MIDAS extended
Semantic Class Labels Example(s) Von Neumann

Initiative

Question Factual question What time is time? full

Opinion question What’s your favorite book? full

Yes-no question Do you like pizza? full

Command Task command Let’s talk about the immigration policy full

Invalid command Cook food for me

Responsive

Opinion Appreciation That’s cool; that’s really awesome back link

General opinion Dogs are adorable back link

Complaint What are you talking about; you didn’t answer my question back link

Comment A: My friend thinks we live in the matrix B1: She is probably right back link

Statement non-opinion Statement non-opinion I have a dog named Max back link

Answer Other answer I don’t know; i don’t have a favorite; back link

Positive answer Yes; Sure; I think so; Why not back link

Negative answer No; Not really; Nothing right now back link

Functional

incomplete Abandon So uh; I think; Can we

Nonsense He all out

social convention Hold Let me see; Well

Opening Hello my name is tom; Hi

Closing Nice talking to you; Goodbye

Thanks Thank you

Thanks response You’re welcome -NOTE: Not original from MIDAS, added by us

Back-channeling Uh-huh; (A: I learned that ...) B:Okay/Yeah/Right/Really?

Apology I’m sorry

Apology response That’s all right

Other

Table 2: Von Neumann Parameters
Command Type Description

Control Instructions These are analogous to directives in a dialogue that determine the flow of conversation based on conditions—similar to conditional
or loop instructions in programming, which control the flow of execution based on conditions.

State Changes In the context of a dialogue, this could relate to changes in the conversation state or context, analogous to instructions in a program
that modify the state of memory.

Output Operations These instructions deal with what the dialogue system outputs, akin to a computer program writing data to an output device. In
dialogues, this would translate to the responses or actions the dialogue system produces as outputs to the user or another system.

Input Operations These are instructions on how the dialogue system should handle incoming data or user inputs, similar to a computer reading data
from an input device.

Table 3: Additional Von Neumann Annotation Fields
Field Description Example

Roles
addressee [participant] who is the addressee of the action me in ask me some question"

executor [user or GPT] who has to perform the action GPT in "ask me some question"

about what must be performed or discussed democracy in "tell me about democracy"

Links
points to statement where this action is performed

points back statement where this action was requested or introduced

Consistency
semantic agreement matching about argument of the request and response

pragmatic agreement matching between semantic requests type or participants roles
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Table 4: Example of annotation: new user

Chat id MIDAS Von Neumann Com-
mand type

addressee [user or
GPT]

executor [user or
GPT]

about [row index or key-
words from the text]

semantic agree-
ment

pragmatic agree-
ment point to points

back
Hi there! user opening

Hello! How can I assist you today? assistant opening, task com-
mand

I would like you to test my knowledge on
Privacy and social media please! user statement

Please ask me some questions on the sub-
ject to see how much I know. user task command output user gpt row 5 (privacy) 5

Of course! I’d be happy to test your knowl-
edge on privacy and social media. Here are
a few questions for you:

assistant positive answer

1. What is the definition of privacy in the
context of social media? assistant factual question 5

2. What are some potential risks to privacy
when using social media? assistant factual question 5

3. How can you protect your privacy on
social media platforms? assistant factual question 5

4. What is the purpose of privacy settings
on social media platforms? assistant factual question 5

5. What are some best practices for manag-
ing your privacy on social media? assistant factual question 5

Take your time to answer these ques-
tions, and I’ll provide feedback on your
responses.

assistant task command,
statement

output to GPT from
USER gpt user 7-11 no fail

Could you please ask me one question at a
time regarding privacy and social media to
test my knowledge! Thanks

user task command output to user from gpt
about row 5 user gpt 5

Certainly! Here’s the first question:

1. What is the definition of privacy in the
context of social media?

assistant factual question 13

I dont know this. Please let me know the
answer! user other answer, task

command output to user
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Table 5: Example of annotation: expert user

chat id MIDAS Von Neumann Com-
mand type

addressee [user or
GPT]

executor [user or
GPT]

about [row index or key-
words from the text]

semantic agree-
ment

pragmatic agree-
ment point to points

back
act as a teacher with a sense of humor user task command set state (operation)
always wait for my answers user task command input from user

have a conversation with me user task command input from user,output
to user, control

following these steps user task command control,
ask my name and adress me with that user task command output to user
ask me one short question to assess my
learning user task command output to user about

row 8 user gpt 33,35**

wait for my answer user task command input from user about
row 8 user gpt No 34,35**

give feedback about my answer user task command output to user user gpt 36
later explain the next point about how social
media algorithms work user task command output to user user gpt 37,38

follow this loop until you explain all the
aspects user task command control

then move to next user task command control, set state (oper-
ation)


