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1 Introduction

Non-emblematic manual gestures pose a double
challenge for semantic theories: Firstly, gestures
are instances of visual communication, so their
interpretation requires a means of perceptual clas-
sification. Secondly, according to gesture studies,
non-emblematic gestures lack “standards of form”
(McNeill, 1992, p. 22). In other words, there is no
lexicon of such gestures (as opposed to emblematic
ones). Accordingly, the linguistic interpretation
of gestures – that is, the classification of a gesture
occurrence by means of verbal labels from a nat-
ural language – leaves room for interpretation. If
this room for interpretation is to be resolved, it
must be negotiated in dialogue (“What does the
speaker/gesturer mean by the gesture?”). There-
fore, the linguistic meaning of non-emblematic ges-
tures, if unclear or important for the understanding
of the utterance, must be agreed in dialogue.

2 Perceptual Classification and CVM

Following formal semantics work on spatial lan-
guage (Zwarts, 1997, 2003) and the psychophysics
of biological movement (Johansson, 1973; Johans-
son et al., 1980), a uniform, imagistic extension of
semantic models, respectively the lexical semantics
of certain predicates, is accomplished in terms of
vector sequences. For instance, the spatial preposi-
tion near has the vector denotation in (1) (Zwarts,
2003). The reference object is represented by the
black rectangle, the two arrows indicate two of the
vectors from the denotation (the gray area; bound-
aries should be fuzzy, of course).

(1) JnearK( ) =

Johansson and colleagues showed that the per-
ception of dynamic events, that is, events that in-
volve motion, can be modeled in terms of vectorial
representations, too. The vector-based represen-
tations provide useful explications of the visual
components of lexical items, dubbed conceptual
vector meaning (CVM) (Lücking, 2013). CVMs are
also candidates for explicating what a perceptual
classifier actually has learned.

Larsson (2015, 2020) makes classification the
core of meaning so that the type Meaning (Mng) of
a lexical entry involves a classifier (clfr) from the
outset. As Larsson (2020) emphasizes, classifiers
provide a computational spell out of (perceptual)
judgments in TTR: a situation s is of type T , s : T ,
if the classifier associated with T returns T when
applied to s (i.e., JTK.clfr(par,s) = T ). As is known
from human vision, people classify objects and
events by comparing a visual percept with stored
image (Ullman, 1996, §6). CVMs are representa-
tions of stored images, so we add them to Meaning:

(2) Mng :=


par : Rec
cvm : Type
bg : RecType
fg : bg → RecType
clfr : par → bg → cvm → RecType


The classifier in (2) now involves an additional

layer of computation, namely a geometric com-
parison G of the percept (from ‘par → bg’) with
the value of ‘cvm’.1 Let us illustrate this with the
simple example of near. Using near’s CVM from
(1), the meaning of near can be expressed as fol-
lows, where, following Zwarts (2003), place(v,x)
denotes a vector emanating from object x:

1Ideally, there also should be a feedback loop such that
each successful or unsuccessful classification updates (con-
firms or modifies) Mng.cvm.
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(3) JnearK =

par : Rec

cvm=
{

v|place(v,bg.x
}

: Type

bg=

x : Ind
v : Vec
l : R

: RecType

fg : bg → near(bg.x)
clfr : par → bg → cvm → RecType


The classifier for near, JnearK.clfr, applies to

situations r involving an individual and a vector of
a certain length ‘l’:

(4) r =
x : Ind

v : Vec
l=||u|| : R



(5) JnearK.clfr(par,cvm,r) ={
near(r.x) if G[(r.l ·par.w),cvm]> par.t
¬near(r.x) else

G is an algorithm from computational geome-
try (Sack and Urrutia, 2000), which compares the
weighted input of situation r with the stored CVM

information. In this case, G just has to perform a
distance calculation.

3 Speech–Gesture Monitoring in Dialogue

The default integration of speech and gesture –
namely that a gesture g directly exemplifies it affil-
iate – can now be expressed as follows:

(6) Affiliation Default

J⌜affiliate⌝K.clfr(par,cvm,πv(g)) 7→
⌜affiliate⌝

That is, a vectorized gesture movement figures
as the background situation onto which the classi-
fier associated with the gesture’s affiliate in speech
applies. This immediately gives rise to a notion of
speech–gesture mismatch, or inconsistency:

(7) Speech–Gesture Mismatch

If J⌜affiliate⌝K.clfr(par,cvm,πv(g)) ̸7→
⌜affiliate⌝, an inconsistency between speech
and gesture g occurs.

We note again that (7) is a simplification, since
gestures that attach to frame elements that are as-
sociated with the surface affiliate expression are
not taken into account. Apart from this simpli-
fication, a mismatch according to (7) can trigger
multimodal clarification interaction (Ginzburg and
Lücking, 2021).

Example (8), taken from Lücking et al. (2024),
is constructed following SaGA dialogue V10, 3:19
(Lücking et al., 2010) where R talks about stair-
cases and makes a spiral gesture (8-a). Then F
poses the verbal clarification request whether the
linguistic interpretation of R’s multimodal utter-
ance is the hyponym “spiral staircase” (8-b), which
can be confirmed or rejected (8-c).

(8) a. R: Inside the hall was an imposing
staircase.

b. F: Do you mean a spiral staircase?

c. R: Yes/No.

The spiral gesture from example (8) does not di-
rectly match JstaircaseK.clfr, but it does correspond
to Jspiral-staircaseK.clfr. This raises the issue q0 =
“?Mean(R,u0,‘spiral staircases’)” as F’s MaxQUD,
where u0 is the multimodal sub-utterance consist-
ing of the noun staircases and the wounded gesture.
Parameter Identification is triggered, leading to F’s
clarification question, which is co-propositional to
q0.

4 Conclusions

We formally defined speech–gesture congruence
and mismatch, in particular the latter underlies mul-
timodal clarification interaction. The sample analy-
sis shows a sometimes intricate interaction of QUD
accommodation and perceptual gesture classifica-
tion, mechanisms which call for further exploration
in future work. A couple of processing predictions
of our model can already be derived, however, in-
cluding the following ones.

• The ease of the linguistic interpretation of a
gesture depends on the degree of convention-
alization (strength) between lexemes and their
associated CVMs.

• The linguistic interpretation becomes more
difficult when the gesture gives rise to a vec-
torial model that is not lexicalized in terms of
a CVM.
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