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Abstract

Given that large language models (LLMs) are
systems that do not understand human lan-
guage in a human-like way, LLM-generated
grounding acts, such as explicit claims of un-
derstanding (e.g., “I understand”), can lead to
overtrust in the capabilities of LLM chatbots,
supporting their perception as human interlocu-
tors (Shaikh et al., 2024). This paper argues for
enriching these grounding acts with metalin-
guistic markers (e.g., scare quotes) that motivate
users to perceive them as ‘mentioned’ and not
as ‘used’ language (use–mention distinction;
Sperber and Wilson, 1981). We illustrate how
different types of meta-language can be en-
riched with (non)verbal metalinguistic units to
mark LLM-generated grounding acts as men-
tioned language.

1 Introduction

Shared understanding is crucial for effective dia-
logues in human interactions and, arguably, inter-
actions with artificial interlocutors. Therefore, a
growing body of research deals with the role of
common ground in interactions with LLMs (Joki-
nen et al., 2024; Mohapatra, 2023; Shaikh et al.,
2024; Pilán et al., 2024). Defining common ground
in the context of LLMs is challenging because
it is still unclear what (if anything) LLMs under-
stand and whether they have human-like under-
standing capabilities (Bender et al., 2021). At first
sight, LLM-based chatbots can generate human-
like grounding acts (e.g., acknowledgments) and
exhibit attentiveness and adaptiveness to their in-
terlocutor’s feedback and needs (Buschmeier and
Kopp, 2018). However, LLM-generated grounding
acts often mislead users into ascribing human-like
capabilities to them. This contrasts with theories
claiming that LLMs are systems without commu-
nicative intents that merely produce statistically
likely continuations of word sequences (Shanahan,
2024). The system, thus, produces grounding acts

because LLMs perform well on formal linguistic
competence (Mahowald et al., 2024). This paper
assumes that “LLMs do not exhibit the kind of un-
derstanding that requires commonsense knowledge,
but simply make inferences based on statistically
significant syntactic patterns” (Saba, 2023). There-
fore, the system cannot understand a question in a
human-like manner, eventually producing ground-
ing acts that should not be perceived verbatim. The
lack of LLM’s functional linguistic competence
may lead to overreliance and unsafe use of LLMs
(Bender et al., 2021). For this reason, the concept
of common ground needs to be modified.

2 (Non)verbal Metalinguistic Indicators
of Use–Mention Distinction

This short paper proposes modifying common
ground in interactions with LLMs based on the
user’s metalinguistic knowledge. Our approach rec-
onciles the incapability of LLMs to understand
language in a human-like manner on the one hand
and their ability to produce linguistic patterns for-
mally identical to those used by human interlocutors
in naturalistic contexts on the other hand. It also
aims to shift users’ perception of LLM-generated
grounding acts as human-like signals of conversa-
tional grounding toward the assumption that these
grounding acts signal a gap between the meanings
that humans project onto the LLM-generated texts
and what the texts in fact mean (Hayles, 2023). To
avoid users’ overreliance on the system and support
them in modifying their expectations regarding the
LLMs’ understanding capabilities, the concept of
common ground (Clark and Schaefer, 1989) should
be adjusted to LLMs’ capabilities. To this end, met-
alinguistic (non)verbal markers could help users
perceive LLM-generated grounding acts as ‘men-
tioned’ and not as ‘used’ language (i.e., employing
a linguistic expression to talk about the expression
itself rather than to talk about some aspect of the
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world; see Moore, 2019, pp. 12–13 and Sperber and
Wilson, 1981).

The distinction between used and mentioned
language is based on the human ability to take a lin-
guistic item as an object of scrutiny (Anderson et al.,
2002; Wilson, 2011). In human interactions, one of
the main functions of metacommunicative markers,
such as metalinguistic commentaries (e.g., “What I
was trying to say was . . . ”), or quotations (Jaworski
et al., 2004), is to indicate the use–mention distinc-
tion. In addition, metalinguistic skills are central
for monitoring one’s own and making inferences
about other’s state of understanding (Anderson
et al., 2002). Therefore, LLM-generated output that
comprises anthropomorphic linguistic units (Aber-
crombie et al., 2023) should be explicitly marked as
the mentioned language. Accordingly, these units
should be perceived as the mentioned language.

3 Modelling LLM-Generated Grounding
Acts as Mentioned Language

We propose to modify a corpus-based classification
schema of meta-language in naturally occurring
human conversations (Anderson et al., 2004) to
the context of human-LLM interactions. To model
the communicative incapabilities of LLMs, this
schema could be specified by (non)verbal metalin-
guistic oral and written markers proposed by Hyland
(2018, pp. 33–34). These markers are appropriate
because, in conversations with chatbots, the mes-
sage is transmitted by written communication and
conceptualized as a spoken language (Koch and
Oesterreicher, 1985). We hypothesize that three of
the five types of metalanguage proposed by Ander-
son et al. (2004) could be relevant to human-LLM
interaction and can be modified for this context.
These are illustrated with an example in Table 1,
and it can be seen that each type can be speci-
fied by several (non)verbal metalinguistic units to
mark LLM-generated grounding acts as mentioned
language.

The metalinguistic units could be produced by
explicitly instructing (via prompts) the system to
generate them or by including a second agent in
the human–LLM interaction. This agent could initi-
ate meta-dialogues (Traum and Andersen, 1999) or
serve as a ‘reflection assistant’ (Kim et al., 2023) mo-
tivating users to prompt the generation of metalin-
guistic markers. (Non)verbal metalinguistic units
are more or less explicit and can be combined with
each other across all three types of meta-language.

Types of meta-language Examples of (non)verbal
metalinguistic units

Simulate clarification or
correct the word mean-
ings produced by users:
User: Can you solve this
math problem? Chatbot:
You mean generate a solu-
tion? / What does the word
“solve” mean?

Intonation, stress, voice
quality; font style, weight,
and type; quotes; mention-
significant nouns and verbs
(mean, say, word, term, etc.)

Simulate monitoring one’s
own ongoing utterance:
User: Can you solve this
math problem?; Chatbot:
Yes, I can “help” you./I can
help you (I “said”: help).

quotes and air quotes; in-
stances of meta-dialogue

Simulate commenting on
users’ or own words: User:
Can you solve this math
problem?; Chatbot: “Can
you solve [!] this math prob-
lem?” / Yes, I can solve [sic]
it.

mention-significant nouns
and verbs (mean, say, word,
term, etc.); exclamation
marks; quote-similar ex-
pressions ([sic])

Table 1: Potential markers of LLM-generated grounding
acts as mentioned language.

The cases presented in Table 1 are thus not exhaus-
tive. For example, to correct the anthropomorphic
user’s input, the chatbot could be instructed to com-
bine a font style with the mention-significant verb
(Wilson, 2011, 43–50) “mean”, which is less im-
plicit than explicitly asking about the meaning of
the verb “solve”. Similarly, simulating monitoring
of one’s own language use with emojis is more
implicit than the instances of meta-dialogue: “I
can help you (I “said”: help).” Finally, the chatbot
can repeat (some parts) of the user’s input to com-
ment on it and implicitly motivate users to critically
reflect on their language use.

4 Conclusions and Outlook

This paper illustrates how metalinguistic markers
could guide users to adopt a metalinguistic criti-
cal stance towards LLM-generated grounding acts.
Their practical application should be tested in nat-
urally occurring human-LLM interactions. Given
that grounding acts in human interactions can be
described as metadiscursive (since they are used to
check and manage understanding (Kopple, 1985;
Verdonik, 2022; Verdonik et al., 2023), we will test
experimentally whether they can be perceived as
metalinguistic markers without being marked with
metalinguistic units discussed above.
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