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Abstract
We explore the behaviour of language mod-
els on adjectival scales by analyzing activation
changes when prompted with related and un-
related adjectives. We find evidence for scale
activation, which aligns with results from hu-
man priming experiments.1

1 Introduction

Scalar diversity has been extensively studied in ex-
perimental setups with human participants when
testing implicature endorsement rates (Van Tiel
et al., 2016; Sun et al., 2018; Gotzner et al., 2018;
Ronai and Xiang, 2022). Priming experiments (e.g.
Lacina and Gotzner, 2024) explore the link be-
tween implicature computation and lexical priming.
They find that priming with a weak scalemate leads
to faster recognition of the strong scalemate.

Hu et al. (2023) show that pragmatic inference
tasks pose great challenges for language models
(LMs). Nizamani et al. (2024) show that DeBERTa
models perform poorly on scalar implicatures, even
after fine-tuning. As the availability of alternatives
is considered to be the basis of implicature compu-
tation (Gotzner and Romoli, 2022), we analyze the
activation of scalar adjectives in the LM.

2 Experimental Setup

Activation of strong adjectives In our first exper-
iment, we follow the design used in Lacina and
Gotzner (2024) and Ronai and Xiang (2023). In
human priming experiments, participants were pre-
sented with sentences that carry either a related
(1-a) or an unrelated (1-c) adjective. After that, par-
ticipants were asked to perform a lexical decision
task and their reaction times were recorded. Both
Ronai and Xiang (2023) and Lacina and Gotzner
(2024) found that participants recognized stronger
adjectives as existent words faster when the preced-
ing sentence contained the weak scalar item.

1We will release our code upon publication.
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Figure 1: We collect next word prediction logits from
the LM to measure activation of scalar concepts.

(1) a. It is difficult. (WEAK)
b. It is impossible. (STRONG)
c. It is current. (UNRELATED)

To test whether a similar effect can be observed
within a LM, we collect activations for strong ad-
jectives after either a weak or an unrelated adjective
has been processed. The hypothesis that corre-
sponds to human behaviour is that the activation
of the strong adjective should be higher after the
model processes a weak adjective, in comparison
with processing an unrelated adjective.

Activation of weak adjectives We invert the
prime/target adjectives from the previous setup and
collect activations of the weak adjectives given ei-
ther a related (1-b) or an unrelated (1-c) prompt.

Activation difference We use both setups above
to check whether LM behaviour aligns with the
results of De Carvalho et al. (2016) for humans,
who found that weak terms activate the respective
strong ones more than strong terms activate weak
ones (in French).

Activation of unrelated adjectives As a control
condition, we collect activations of unrelated adjec-
tives after prompts with weak and strong adjectives.

Activation without context Ronai and Xiang
(2023) did not find evidence for priming when par-
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Lacina and Gotzner (2024) No Context
activation of strong of weak diff. of unr. of strong of weak diff. of unr.
condition weak, unr. strong, unr. strong, weak weak, unr. strong, unr. strong, weak

125M **** **** n.s. n.s. **** **** n.s. n.s.
350M **** *** n.s. * **** * * *
1.3B **** **** n.s. n.s. **** **** n.s. n.s.
2.7B **** **** n.s. n.s. **** **** n.s. n.s.
6.7B **** **** n.s. n.s. **** **** n.s. n.s.

Table 1: Significance test results, where * stands for p < 0.05, *** for p < 0.001 and **** for p < 0.0001.
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Figure 2: Scalar activation of adjectives after various
prompts (OPT 125m). Individual bars show condition-
ing of the scalar terms.

ticipants were presented with isolated lexical items.
To check whether LMs are sensitive to this, we
repeat all of the above settings such that the LM is
presented with the adjectives in isolation.

2.1 Scale selection

We use experimental materials from Lacina and
Gotzner (2024), which contains constant sentence
frames and focuses on one grammatical class (ad-
jectives). To mitigate tokenization effects, we ex-
clude 18 of 64 scales where any of the adjectives is
split into more than one subword token.

3 Activation for language models

We use next token prediction models, which as-
sign weights (logits) that indicate how well a token
is activated by the context (Fig. 1). The softmax
function transforms the logits into a probability
distribution over the vocabulary, which is used for
next word prediction. As an effect, tokens that
are ranked among the top 10% of continuations
receive low probabilities (see adjectives in Fig. 1).
Compared to softmax probabilities, logits for indi-
vidual tokens are relatively independent from each
other. We calculate the activations of strong adjec-
tives from both probabilities and logits, and use the

paired sample t-test for the condition effect for the
strong adjective activation. We find that the effect
is significant for logits (p<0.0001) but not probabil-
ities (p=0.21). This finding aligns with the research
on the internal prediction construction process of
LMs (Geva et al., 2022). In what follows, we use
logit values as the activation measure.2

4 Results

We test OPT (Zhang et al., 2022) models of vary-
ing sizes from 125M to 6.7B parameters. All but
one model demonstrate similar behaviour both with
and without context (Tab. 1). Fig. 2 presents results
for the smallest model: Activation of strong and
weak adjectives is significantly higher after a re-
lated adjective; activation difference and activation
of unrelated adjectives do not vary significantly.

The only exception is the second smallest
(350M) model. Because we do not have insights
into the training process of the models, we refrain
from making claims about the reason for this unex-
pected behaviour.

5 Discussion

The presented setup allows to study the activation
of vocabulary items beyond discrete token predic-
tions. This allows to test whether linguistic con-
cepts (e.g., scalar activations) are captured by the
LM. As a next step, we will examine scalar activa-
tion in more complex contexts as in Sun et al. 2018
and Nizamani et al. 2024, and track the develop-
ment of activations at several points in the sentence.
We will also test whether linguistic features of the
scales (e.g., boundedness) correlate with the magni-
tude of the activation effect for LMs, and whether
the difference between the models is reflected in
fine-tuning results.

2The absolute logit value depends not just on the vocabu-
lary item, but also other factors such as sentence length. We
subtract the mean of the logits over the vocabulary for presen-
tational reasons. This does not affect the significance of the
described effects.
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