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Abstract

There are a number of theories and models for
capturing the aspects of organisations that are
systematically related to the modes and gen-
res of communication taking place within them.
In this paper we will consider the micro-level
of organisations and present a model of how
similar communicative projects are carried out
differently within different activities. Central
to our account is the notion of conversational
games, which can be seen as strategies for real-
ising communicative projects while assigning
speaker roles to dialogue participants.

1 Introduction

It is well established in the literature on organisa-
tional communication that the type of organisation
affects the type of communication occurring in it,
and vice versa (Baker, 2007; Brown and Starkey,
1994; Yates and Orlikowski, 1992). This has lead
to a number of theories and models for capturing
the aspects of organisations that are systematically
related to the modes and genres of communication
that take place within them.

In this paper we will consider the micro-level of
organisations and present a model of how particu-
lar interactions play out within social activities and
communicative projects of certain types. In section
two we will discuss some categories that have been
used to analyse interactions and to define different
types of interaction. In Section 3 we will show how
these categories can be implemented in a formal
theory of dialogue. In Section 4 we consider the
dialogue moves involved in a particular conversa-
tional game of the type in which a suggestion is
made. We consider two different dialogues where
this game is being realised in two different ways
depending on contextual parameters. Finally, in
Section 5, we draw some conclusions

2 Defining interactions

There are several areas of research which aim to
categorise interactions in ways that are predictive
of their communicative (including linguistic) fea-
tures. These theories are based on a variety of
concepts such as (social) (communicative) activity
(Allwood, 2000), (communicative) project, frame
(Levin and Moore, 1977; Carlson, 1982), (lan-
guage) (dialogue) game (Lewis, 1979; Ginzburg,
2012), genre, etc. In this section we provide a brief
overview of some of these concepts and theories.

When defining genres, types of language use etc.
a frequently used concept is that of activity, as in
the activity in the context of which language oc-
curs. A communicative activity can be described
as a comprehensive communicative project tied to
a socio-cultural situation type reminiscent of the
Wittgensteinian concept “form of life” (Allwood,
2000; Malcolm, 1954). On Allwood’s account an
activity type is characterised by the goals, roles,
artefacts and environment that are associated with
it. The carrying out of an activity consists of a num-
ber of sub-goals being completed. These may be
more or less communicative in nature. For exam-
ple, instances of the activity type “Buying/selling
coffee in a café” are made up of sub-goals such
as “conveying which product one wants to order”,
“conveying how much the costumer should pay”,
and, finally, “paying/receiving money”.

Linell (2009) also draws on activity types for
analysing interactions, but he emphasises the com-
municative projects that make up activity types.
Communicative projects are often strongly asso-
ciated with the sub-goals of particular activities.
Thus in the café-interaction, the goal “conveying
which product one wants to order” is linked to a
project like “establishing an order”. Another notion
that has been used to define different classes of in-
teractions is the concept of genre (see for example
Ginzburg, 2016).
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In the context of literature the concept of genre
attempts to capture notions of subject matter, con-
tent and vocabulary as well as style, and it is used
in a similar way in linguistic theory. Thus the genre
“conversation in a bakery” is a monolithic type that
involves specific vocabulary as well as grammat-
ical constructions and dialogue moves. This way
of thinking about interactions is intuitive and can
be useful, and offers a “blueprint” of the character-
istics of particular types of interactions. However,
what is missing is a way of capturing differences
and similarities between interactions that are di-
rectly related to specific contextual parameters. For
example, an interaction in any shop or institution
where a customer or client talks to a sales assistant
or receptionist is likely to involve a lot of greet-
ings and good byes, but the vocabulary and level
of formality might vary depending on what kind of
shop or other institution we consider. Thus we treat
‘activity type’ and ‘project type’ as independent
categories, where one project type may be embed-
ded in many different activity types – although not
necessarily carried out by means of identical con-
versational strategies. This last fact prompts us,
following Breitholtz (2020), to introduce an addi-
tional category by means of which to define inter-
actions – that of conversational game, reminiscent
of Wittgenstein’s language game.

We think of a conversational game as a proce-
dure for carrying out a particular project, and de-
pending on the context different games may be
available to do that. In addition, a particular game
may have different possible moves available at each
point in time. For example, making a decision
might in some contexts play out in terms of one
person suggesting something, another dialogue par-
ticipant asking a follow up question, receiving an
answer and then accepting, or it could play out as
one dialogue participant simply telling the other(s)
what to do. Which of these is most likely depends
to a great extent on the activity the exchange is part
of. Consider for example the dialogues below:

(1) BNC HM6 189-192
U I propose that Sir Simon [last or full

name], a director retiring by rotation
<pause> be and if hereby re-elected a
director of the company.

M Put the resolution to the meeting.
Those in favour <pause> any against
<pause> thank you.
I declare the resolution carried.

(2) BNC FM2 167-187
A I was thinking of asking Monica if she

could record something from the the
Model Car Club and

W Yeah.
A their club meetings.
W Oh that’d be okay I think.
V Is that <pause> Monica?
A Yes.
V Erm she’s alread already asked her Dad

but
A Right.
V but they don’t have <pause> meetings.

They they meetings take place during
the evening er as very sort of <pause>
at the <unclear>

A Right. Okay.
V <unclear> it wouldn’t work. And

we’ve
A Right.
V missed the A G M.
A Okay.
V It was earlier this year.
A Fair enough.

(1) is an excerpt from a formal meeting where
proposals are formally made according to particular
rules, while the dialogue in (2) is more informal and
several participants are contributing acceptances,
clarification requests, etc. However, a game type
revolving around a suggestion or proposal is rele-
vant to both of these dialogues. We will refer to
this type of game as the suggestion game. Basic
requirements on such a game are that there are at
least two participants, one of whom makes a sug-
gestion regarding some project that is believed to
be shared. The other agent (or agents) responds
to the suggestion, for example by accepting or by
rejecting the proposal. We refer to whoever makes
the first move (that is makes a suggestion) as player
1’. This move may optionally be followed by a
motivation for the suggestion, again by player 1.
Another player (player 2) may respond to the sug-
gestion by accepting or rejecting the move. Note
that this move does not necessarily have to be an ac-
tual response. Depending on the level of grounding
we find acceptable in the context, abstaining from
protesting might be enough to signal acceptance of
a given suggestion (as in (1) where agreement and
disagreement is signalled by non-verbal means). ‘

This way of thinking about acceptable moves
in a dialogue is analogous to the way syntax is
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[ e : suggest(player1) ]             

2

[ e : motivate(player1) ]              
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  [ e : respond(player2) ]

[ e : respond(player2) ]                

Figure 1: The Suggestion game

viewed in Dynamic Syntax (DS; Kempson et al.,
2001; Cann et al., 2005), which is an action cen-
tred approach that takes the processes of building
up interpretations in interaction as central to how
language is used. In recent formulations of DS, the
possibilities for future actions are represented as a
Directed Acyclic Graph (DAG; see e.g. Howes and
Eshghi, 2021), which constrains the space of pos-
sible transitions (moves) both within an utterance
and between utterances, by restricting the range
of (probabilistically) predictable next words or ac-
tions. Our formulation of specific games which
become relevant at certain points within a dialogue
– such as the suggestion game shown in Figure 1
serves the same purpose in making certain follow-
up moves more likely in a given context. The types
of games available may be further specified accord-
ing to particular conventions of the organisations
in which they occur. For example (1) occurs in
the formal business setting of an Annual General
Meeting, in which certain conventions apply, such
as assenting to (or dissenting from) suggestions by
raising your hand, with the majority vote prevailing.
In contrast, (2) occurs in a less formal meeting be-
tween transcribers of the British National Corpus,
and as such is less conventionally structured. This
also means that the same sorts of actions (such as a
suggestion being made and then either taken up or
rejected) play out in different ways, despite being
underpinned, in some sense, by the same game.

The moves in Figure 1 would suffice to account

for an interaction where Player 1 makes a sugges-
tion – optionally followed by a motivation – to
player 2, who responds by either accepting or re-
jecting it. However, we would also like to allow
for less straightforward rounds of the suggestion
game, involving things like clarification requests,
questions regarding other aspects of the context,
etc, as in (2). For example, player 2 might ask for
a reason for suggesting φ. This would be perfectly
acceptable dialogue behaviour, and players must be
allowed, within the suggestion game, to move into
games of other types like the clarification game.

The ability to move between games reflects the
expectations we have when engaging in dialogue
– if you ask someone a question, you know that it
is likely that you will get a response. However, we
can still account for dialogue behaviour which does
not conform to one particular game, since we allow
dialogue participants to introduce new games – and
even new projects.

We therefore want rules which allow for the sug-
gestion game to be played in a number of different
ways, including detours into other games. But let
us leave that aside for the moment, and just con-
sider the possibilities realised in (2).

3 Updating the Dialogue Game Board

For our model we will use TTR, a type theory
with records (Cooper, 2005, 2014, 2023). TTR is
a rich type theory, which can account for a range
of linguistic phenomena, including many which
are particular to dialogue (Cooper, 2005; Ginzburg,
2012; Cooper and Ginzburg, 2015; Lücking, 2016)
Two key notions in TTR for dialogue are Informa-
tion State Update (ISU), introduced by (Larsson
and Traum, 2000) and (Larsson, 2002), and Dia-
logue Gameboard (DGB) Ginzburg (1994, 1996,
2012). The ISU approach considers the informa-
tion states of each dialogue participant and how
these are updated based on moves in the dialogue.
Following Ginzburg, we will model information
states as DGBs keeping the “score” of the dialogue
in terms of sets of moves, presuppositions, ques-
tions, commitments, and other linguistic features
which are relevant in the interaction.1

TTR is based on the capability in humans (and
animals) to perceive and classify the world in terms
of categories or types.

1The notion of game as a metaphor for conversation is not
uncommon, see for example Wittgenstein (1953) and (Lewis,
1979).
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Formally, the judgement that a particular object,
a, is of a certain type T , can be described as a : T .
The basic type of objects such as humans, animals
and things in TTR is Ind, the type of individuals.2

In TTR record types are used in order to rep-
resent complex situations which involving many
ptypes and individuals. A record type is a struc-
ture of pairs of labels and types. Often, the same
letters that are used as those used to represent in-
dividual variables in other systems – ‘x’, ‘y’, etc.–
are used as labels associated with the type Ind. For
constraints on the type of situation represented by
the record type we use the label ‘c’ with different
subscripts. In (3) we see a record type representing
a type of situation where a cat purrs.

(3) x : Ind
ccat : cat(x)
cpurr : purr(x)


The label ‘x’ in (3) points to an object of type Ind,

and there are two constraints on the type of situa-
tion, namely that this individual is a cat (ccat:cat(x))
and it purrs (cpurr:purr(x)).

In order to account for dialogue in TTR we use a
version of the DGB which largely follows previous
work (Ginzburg, 2012)3 Following Cooper (2023)
we treat the type of the information state of a con-
versational participant (the DGB of that participant)
as a record type.

We think of the information state of an agent
engaged in dialogue as comprising two types of in-
formation – that taken to be shared by the dialogue
participants (similar to common ground Stalnaker,
1978; Clark et al., 1991) in the situation at hand,
and the information taken to be private. As an ex-
ample, let us assume that the type of an agent’s
shared information state is Ts and the type of the
same agent’s private information state is Tp. We
see the type of that agent’s information state in (4).

(4) [
private : Tp

shared : Ts

]
If we want to represent a “suggestion dialogue”

in terms of updates of information states, we need

2Ind corresponds to entity, e, in Montague semantics (Mon-
tague, 1973).

3For a background on gameboard semantics in TTR the
interested reader is referred to Ginzburg (2012) and Cooper
(2023).

rules handling not only the explicit moves repre-
sented in 1, but also tacit updates of the DGB. Tacit
moves within a game represent inferences and other
internal processes. We will now have a look at
some of the updates of the DGBs of some of the
participants throughout (2).

4 Analysing a suggestion dialogue

4.1 Initial tacit moves
In order to account for communicative games on
the DGB we introduce the field games.

It is not until the first move is made, and thus con-
sidered shared by the conversational participants,
that which game is being played can be expected
to be shared, and thus appear on the shared game
board.

At the beginning of the interaction in (2) the DGB

of dialogue participant A is empty apart from the
project, which we assume to be shared since the
necessity of finding some data to record is obvious
to both A and their interlocutors (who we shall refer
to collectively as B in what follows for the sake
of simplicity) in the context of the meeting. We
represent a project as a type of event to be brought
about by a number of agents. In (5) we see the type
of a decision project, TDecisionProject . A1, . . . , An

are dialogue participants and Issue the thing that is
to be decided upon.

(5) TDecisionProject =[
e : decide ({A1, . . . , An}, Issue)

]
To allow representation of sequences of projects,

fulfilling some complex goal (linguistic or other),
the type project on the DGB is list(RecType). We
would also be able to account for projects suddenly
appearing in the information states of dialogue par-
ticipants due to sudden events, such as “find shelter
from the rain”.

(6)
[

private : RecType
shared :

[
project = [

[
e : decide({A, B}, data)

]
] : list(RecType)

]]

(6) shows the type of the speaker, A’s, informa-
tion state at the beginning of the interaction in (2).
For now we are interested only in the information
state of dialogue participant A, not that of the lis-
tener, dialogue participant B. “Data” represents
the issue of which data to collect, in (2).

The first update of the dialogue gameboard is an
update of ‘private games’, that is the repository of
conversational games which are salient with respect
to a dialogue participant in a given context. Before
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we move on to how we want to represent this update
in TTR, let us have a look at the nature of projects
and games in terms of types.

As illustrated in (5) we perceive a project as a
record type representing the type of an event where
a number of individuals (in this case A and B),
jointly perform some action (in this case making a
decision) regarding some non-decided-upon issue.

We may think of the development of a conver-
sation as a finite state automaton where the arrows
leading from one state to another correspond to
the linguistic moves of the conversation, as repre-
sented in Figure (1). Instead of focusing on the
states between the moves, we could focus on the
sequence of moves themselves when defining a
conversational game. We would then get a string
of move types. The type in (7) for example, is of
strings of moves comprising the type of suggestion
game, TSuggestionGame , – a suggestion by player
1 followed by an optional motivation by player 1,
followed by a response (acceptance or rejection)
by player 2. We represent move types as record
types. A game of the type in (7) is made up of a
suggestion, followed by an optional motivation by
the dialogue participant who made the suggestion,
followed by a response (either an accept- or a reject
move) by the other player.

(7) TSuggestionGame=
[
e : suggest(player1)

]
⌢[

e : motivate(player1)
]
⩽1⌢

[
e : respond(player2)

]
The notation

[
e : motivate(player1)

]
⩽1 means

that the suggestion move is followed by at most
one motivation move (⩽1). 4 The string in (7)
represents the type of a suggestion game on an ab-
stract level – from this type we learn the sequence
of move types involved and the relation between
the roles that are necessary to play the game. How-
ever, in order for the game to work as a motor in
the dialogue driving the updates, we need to assign
the roles of the game to the individuals present in
the context. For example, the player who initiates
the game by making a suggestion has to be distinct
from the player who acknowledges that suggestion.

4.2 Rules for updating private games
There are at least two different scenarios which
would lead to an update of private games. First,

4One could argue that a suggestion might be followed by
more than one move motivating the suggestion, and it would
of course be possible to alter ⩽1 to ⩽2 or ⩽3 or even ⩽+ using
the kleene plus to mean one or more (with a corresponding
loop in Figure 1) depending on how many motivation moves
the model should allow.

there is the type of situation where the presence of
a project on the DGB causes an agent to search his
long term memory for a strategy by which to carry
out that project, and load it onto the DGB. The
second is when there is already a game on private
games that would suffice to carry out the project.
Assume for example that A has been thinking since
he got out of bed in the morning that he wants to ask
Monica to record some meetings from the Model
Car Club. He has been meaning to suggest it for
a while (or maybe hoping that B will suggest it),
thus the suggestion game is activated on his private
DGB. When A and B reach the point at which the
issue of which data to collect becomes necessary
to address, the project appears on the shared DGB.
In this case the only update necessary on A’s DGB

is to place TSuggestionGame first in the list of games,
while B has to retrieve the game from long term
memory and load it onto private games. The idea
here is that the update rules are combined with a
control algorithm selecting which rule to apply in a
given context. In Figure (2) we see a visualisation
of the algorithm controlling the update of private
games.

T_DecisionProject on sh.project                

T_SuggestionGame on pr.games?           

f_ud_pr_games       

Yes  

f_ud_pr_games'      

  No

f_instantiate_game     

 pr.games = [ T_SuggestionGame, ... ]                    

Figure 2: Update of private games

4.2.1 Update private games
We want the first rule fud pr games to apply in a con-
text where an agent has a project on her gameboard,
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but the game first on the list of private games is not
relevant to carry out the project. The agent is then
licensed to either reraise a game already on private
games (but not first on the list) or to load a relevant
game from resources onto private games. Now,
one question that arises here is what it means to be
a relevant game in relation to a particular project.
One way of describing this would be in terms of
licences in an agent’s resources. If an agent has in
her resources a link between a type of project TP

and a type of game TG, she has a licence to carry
out a communicative project of type TP by means
of TG, and may load it onto ‘private.games’ on her
DGB.

Which types of games are relevant to carry out
particular types of projects is an empirical ques-
tion. We think of the update rules licensing the
carrying out of a project by means of a particular
type of game as reflecting the pragmatic norms of
a community. One way of modelling how an agent
selects a strategy – for example choosing between
an indirect and a direct speech act – would be to
extend the model with a probabilistic component
(see for example Eshghi and Lemon, 2014). How-
ever, in the limited model we are focusing on here,
we assume that we have access to only one type
of game which is relevant to the project at hand.
Moreover, it seems to us that a limited set of project
types and game types would suffice to account for
a large number of dialogue situations. Thus, for
each project type we would introduce a set of pos-
tulates defining which games could be relevant to
carry out a project of that type. We use the notation
relevant to(T1, T2) to represent relevance of T1 in
relation to T2.

When a communicative project appears on an
agent’s DGB and the agent initiates carrying out the
project there are, as mentioned above, two possibil-
ities. Either there is a game present in the private
games field of the DGB by means of which the
project can be carried out, or there is not. In the
first case we want to make sure that the appropri-
ate game is moved up to the first slot on the list
of private games. In the second case, we want to
pick an appropriate game from the agent’s long
term memory, and place it first on the list of private
games. The update of ‘private.games’ thus consists
of three rules: fud pr games for reraising a game,
fud pr games′ for uploading a game from resources,
and – to complete the update – finst game . In an
instantiated game the roles (player1, player2, etc.)
are assigned to dialogue participants from the point

of view of the participant on whose gameboard the
instantiated game appears. This means in the case
of the suggestion game, that when A starts carrying
out a decision making project by initiating a game
of type TSuggestionGame , she has also taken on the
role of ‘player 1’ in that game. In every move type
of the instantiated game on her DGB the move to be
carried out by player 1 will be assigned to SELF,
the ones by player 2 to OTHER.

Even though instantiated games involve assign-
ments of roles to dialogue participants, we still
want to be able to treat them as types. For this
reason, the type of games is a join type. A join type
is a disjunction such that, for any two types T1 and
T2 you can form the join T1 ∨ T2. a : T1 ∨ T2 just
in case either a : T1 or a : T2. This means that the
type of games, TGame , in our theory is a join of
the types non-instantiated game, TNonInstGame and
instantiated game, TInstGame as defined in (8):

(8) a : TGame iff a : TNonInstGame or a : TInstGame

By defining the type of game as a join, we make
sure that we can handle situations where, for ex-
ample, something sudden and unexpected happens,
and dialogue participant needs to postpone the ini-
tiation of a game already on the DGB. We will look
at the instantiation process in more detail further
on in this section.

(9) fud pr games =

λr:
[

pr :
[
games : list(TGame )

]
sh :

[
project = [ TDecisionProject ] : list(RecType)

]] ·

λe:
[

g : TSuggestionGame

c1 : in(g, r.pr.games)

]
·[

pr :
[
games = [µ(e.g, r.pr.games) ] : list(TGame )

]]
In (9), fud pr games takes a situation of the type

where there is a decision project on ‘shared.project’
and, if there is a game of type TSuggestionGame on
private games in that record, the function returns
a type of situation where that game type is first on
‘private.games’.

We think of the update rule fud pr games′ , as seen
in (10) as a function from an information state
where an agent has a decision project on her game-
board but no game of type TSuggestionGame on the
list of games on ‘private.games’5, to an informa-
tion state where the agent has a decision project on
‘shared.project’ and a suggestion game first on ‘pri-
vate.games’. In this case the game TSuggestionGame

5There may be other games on the list of private games,
just not the game suggestion game.
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has to be retrieved from parts of the agent’s re-
sources which are external to the DGB.

(10) fud pr games′ =

λr:
[

pr :
[
games : list(TGame )

]
sh :

[
project = [TDecisionProject ] : list(RecType)

]]·
λe:

[
g : TSuggestionGame

c1 : ¬in(g, r.pr.games)

]
·[

pr :
[
games = [e.g | r.pr.games] : list(TGame )

]]
The functions in (9) and (10) are similar to the

update functions discussed by Cooper (2023). In
order to obtain the required update of such a func-
tion we need to apply it to the current information
state – that is the information state at the start of the
update – of the agent whose information state we
seek to capture. Let us consider a scenario where
agent A has previously considered suggesting Wal-
nut Street, but was distracted by an event which
the agent has just observed. This caused another
conversational game, TGX

, to appear on the DGB.
His initial information state is thus of the type in
(11), which we refer to as Tcurrent .

(11) Tcurrent =[
pr :

[
games = [TGX , TSuggestionGame ] : list(TGame )

]
sh :

[
project = [TDecisionProject ] : list(RecType)

] ]
scurrent : Tcurrent

Before we apply the function we need to make
sure that the type of the current information state is
a subtype of the domain type of fud pr games . We
should point out here that the type of the current
information state might very well have other fields
such as a shared game, a latest utterance, shared
beliefs, etc., and still be a subtype of the domain
type of fud pr games .

In (12) we see the application of fud pr games

to scurrent , followed by an asymmetric merge
of the result of that function application and
the type Tcurrent of scurrent (as well as e1 wit-
nessing the condition that TSuggestionGame is in
scurrent .pr.games).

(12) a. fud pr games (scurrent )(e1)=[
pr :

[
games = [TSuggestionGame , TGX ] : list(TGame )

]]
b. Tcurrent ∧.[
pr :

[
games = [TSuggestionGame , TGX ] : list(TGame )

]]
=[

pr :
[
games = [TSuggestionGame , TGX ] : list(TGame )

]
sh :

[
project = [

[
e : decide({A1, A2}, Issue)

]
] : list(RecType)

]]

4.2.2 Instantiation of game
After an update putting a game which is a sub-
type of TSuggestionGame first on the list of private
games (either by fud pr games or fud pr games′), we
need to instantiate the game, that is associate the
roles of the game with the players in this partic-
ular situation. To do this we apply the function
finst TSuggestionGame

to a record assigning the values
‘SELF’ and ‘OTHER’ to the roles of the suggestion
game.

(13) finst TSuggestionGame =

λr:
[

player1 : Ind
player2 : Ind

]
·
[
e : suggest(r.player1)

]
⌢[

e : motivate(r.player1)
]
⩽1⌢

[
e : respond(r.player2)

]
For dialogue participant A in our current exam-

ple this assignment would be that in (14.)

(14) r =
[

player1=SELF
player2=OTHER

]
In (15) we see the application of

finst TSuggestionGame
to r.

(15) finst TSuggestionGame (r) =[
e : suggest(

[
player1=SELF
player2=OTHER

]
.player1)

]
⌢[

e : motivate(
[

player1=SELF
player2=OTHER

]
.player1)

]
⩽1⌢[

e : respond(
[

player1=SELF
player2=OTHER

]
.player2)

]
=[

e : suggest(SELF)
]
⌢
[
e : motivate(SELF)

]
⩽1 ⌢[

e : respond(OTHER)
]

The instantiated suggestion game would in this
situation thus be TSuggestionGameInst , as seen in
(16):

(16) TSuggestionGameInst =
[
e : suggest(SELF)

]
⌢[

e : motivate(SELF)
]

⩽1⌢
[
e : respond(OTHER)

]
4.3 Updating the agenda
An important aspect of the notion of conversational
game is that players (conversational participants),
by identifying an utterance as being part of a par-
ticular game, get an idea of which moves are likely
to follow and what part they should expect to play
over the next few turns of the dialogue. In this sense
conversational games may be seen as engines driv-
ing dialogues forward. Once a game is loaded onto
the gameboard and roles are assigned to individuals
in the context, an agent involved in a conversation
can at any stage of the game look at her gameboard
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and know what options are available if she wants
to keep playing the game. Before the update of the
agenda, agent A – if playing the suggestion game
– has on her private games the instantiated game
TSuggestionGameInst which we see in (17).

Now, we want an update rule that would load
the first available move of the game which is to be
carried out by SELF, onto the agenda. We have
a set of rules pertaining to the suggestion game
that govern the dynamics of the agenda, which
is inherent in the suggestion game in (16). The
agenda is part of the ‘private’-field of an agent’s
DGB, and is represented as a record type (move
type). Each move type has a label ‘e’ paired with
one of a set of speech act types, e.g. Suggest.There
are a number of constraints on such move types
having to do with the roles of the agents involved
in dialogue, cactor. Further, there is a label ‘ctnt’
for content, which – after the first update of the
agenda – will not yet be associated with a specified
content.

The first rule to be employed of the rules of
the suggestion game is a “starting rule” in (17),
stating that if a player has an empty agenda and a
suggestion game on his private DGB, he may push
a suggestion onto the agenda. We refer to this rule
as fupdate agenda suggestion .

(17) fupdate agenda suggestion =

λr:
[

pr :
[

agenda = [ ] : list(RecType)
games = [TSuggestionGameInst ] : list(TGame )

]]
·[

pr :
[

agenda = [
[

e : suggest(SELF)
ctnt : RecType

]
] : list(RecType)

]]

The content of the move type that ends up on
the agenda is unspecified. fupdate agenda suggestion

is applied to a record of the type in (18):

(18)
pr :

[
agenda = [ ] : list(RecType)
games = [TSuggestionGameInst ] : list(TGame )

]
sh :

[
project = [

[
e : decide({A,B}, data)

]
] : list(RecType)

]


We apply the function in (17) to the current infor-
mation state of the type in (18), and asymmetrically
merge the current state type with the result of func-
tion application. In (19) we see the type of A’s
information state after the rule has been applied.

(19)

pr :

agenda = [
[

e : suggest(SELF)
ctnt : RecType

]
] : list(RecType)

games = [TSuggestionGameInst ] : list(TGame ) )


sh :

[
project = [

[
e : decide({A,B}, data)

]
] : list(RecType)

]


The next update rule provided by the conversa-
tional game (although this rule is actually general
and applicable to any conversational game) is a rule

saying that if we have an item on the agenda which
is to be performed by SELF and whose content is
specified, that is the label ‘ctnt’ has one specific
value ([ctnt=T :RecType]), then the agent is allowed
to make that move and push the next move onto
the agenda. However, at the moment the item on
the agenda is not specified in terms of content –
the label is just typed RecType (ctnt:RecType). In
order to add a content specific move to the agenda,
the agent needs to search her resources for relevant
facts and ways of reasoning about the situation and
the project at hand.

5 Conclusions

In this paper we consider different approaches to
categorisation of interaction according to contex-
tual factors, such as activity type and communica-
tive project. We also consider the micro-level of
organisations and present a model of how partic-
ular interactions play out within social activities
and communicative projects of certain types. Our
model can be integrated in a general formal model
of dialogue such as Ginzburg (2012). We recognise
three categories by which to define interactions –
(communicative) activity, (communicative) project
and conversational game, which we argue are asso-
ciated with different aspects of the interaction and
to some extent interdependent. These categories
are also linked in a principled way to particular
fields on the DGB. We illustrated by means of two
examples of group decision making how the con-
versational game a project is associated with can be
realised in different ways depending on the activity
in which it is embedded. We may think of this as
the possibilities afforded by the project being mod-
ified by the activity. We showed how the process
of identifying a conversational game based on a
project at hand, taking on or identifying one’s role
in the game and carrying out the appropriate moves
can be modelled using DGBs modelled in TTR.

Our approach has the advantage that roles in a
conversational game are analysed independently
from the participants that carry them out in a par-
ticular interaction. This enables us to model for
example anticipation of contributions by others and
co-created utterances.
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