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Abstract

Enabling classification models to deliver suc-
cessful explanations requires such models to
not just deliver an explanation on top of their
classification, but to adapt to the explainee in
presenting arguments and details that the ex-
plainee may ask about. We present data collec-
tion settings that aim at eliciting such dialogical
classification explanations in the context of vi-
sual dialog where dialog players need to draw
conclusions based on this image. We then de-
scribe data from a naturally occurring setting as
well as two game settings and how the prelimi-
nary data we have collected can inform model
building.

1 Introduction

Neural network methods have pushed the bound-
aries of automating classification tasks in many ar-
eas of research. For tasks that involve language and
image data, such deep learning models are able to
reach ever increasing accuracy. A common concern
with any kind of automated classification method
is its opacity in terms of how it derives its decision
based on the training data it was fed. This concern
does not just target the human desire to understand
what is going on internally but also the necessity
to detect and correct possible mistakes or unde-
sired biases in the underlying data. Furthermore,
a model’s reasoning can inform us about patterns
in the data or training setup that can either inform
human decision-making or correct misconceptions
about cause-effect relations, as case studies from
deployed models show (Caruana et al., 2015).

The area of Explainable AI has become more
active again in recent years, focusing on different
types of methods that can make a model under-
standable in some way.1 These methods commonly

1We acknowledge that there is no consensus about terms
such as transparency, explainability, interpretability, justifia-
bility and others. We use the term explainable in a loose way
that incorporates aspects of any of the other commonly used

present a user with an explanation alongside their
classification, without the user being able to further
question this explanation. In Miller (2019)’s terms,
these methods focus on the cognitive process of
finding a decision rather than the social process
of delivering the decision to a specific interaction
partner.

In many everyday scenarios, human decisions
are open to debate: a decision can be questioned or
challenged, or a listener may want to ask questions
about how the decision came about. For example,
students want to understand a grading decision or
patients a medical diagnosis. These explanations
are user-dependent, i.e. the explainer takes the lis-
tener’s previous knowledge or intent into account
(Miller, 2019).

The structure of such explanatory dialog has
been studied by Walton (2009) and has been em-
pirically affirmed by Madumal et al. (2019), who
have annotated naturally occurring data of different
multi-party explanation settings.

In his survey of sociological research on expla-
nation, Miller (2019) points out that current re-
search on Explainable Artificial Intelligence sys-
tems misses some features that human explanation-
giving is known to posses from various studies in
sociology and neighboring disciplines. One aspect
that we take up here is the aspect of interactiv-
ity. In conversation, explanations are not given
in isolation, but are embedded into the context of
a decision that is reached by two or more speak-
ers in a collaborative process and that takes into
account the explainee’s knowledge about the is-
sue. Research has shown that conclusions that are
reached in such a collaborative fashion are more
often correct than an average of individual conclu-
sions (Karadzhov et al., 2022b). Agents that can
explain their claims on human terms are therefore

terminology. We are interested in models that can express their
reasoning about a decision in natural language, thus giving a
human-understandable explanation.
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Figure 1: Schema of dialogical classification dialog.

likely to help humans make better decisions than
they would individually.

Even though some data exists from which such
agents can be modeled, it consists largely of only
textual data that deal with different topics of dis-
cussion, i.e. there is no visual dialog context. In
our effort to build explanatory agents that can deal
with multimodal input we introduce two new tasks:
WORDLE with images, based on the popular Wordle
word game, and a collaborative image classifica-
tion task that comes in two variants: human-human
(which we call JUJU for “judgment justification”)
and human-agent (which we call SIJU for “single-
player justification”). We also present data from
a naturally occurring dialogical classification set-
ting in discussion forums (below called FORUM).
The games we propose differ in their settings and
can be used to test the ability to make associations
between words and images, and the ability to give
and evaluate reasons for proposals.

In the next section, we go into detail about how
we intend to extend Miller (2019)’s and Walton
(2009)’s models in the context of dialogical clas-
sification. We then describe the data collection
settings (Section 3) that we use to elicit reasoning
chains in interactions. We present example dialogs
along with qualitative analyses in Sections 3.3 and
3.4. We end by reviewing related work (Section 5)
and summarizing our conclusions with an outlook
on future work (Section 6).

2 Collaborative Explanation

Rather than looking at explanations in a general
sense, we want to constrain ourselves to explana-
tions of a specific type: Explanations for a classi-
fication decision, i.e. given a label l ∈ L and an
input instance i ∈ I , where L is a set of labels and
I is a set of images, we want to see dialog around
the question “Why was l assigned to i?”.

More specifically, we wish to see dialog that

Figure 2: A model of argumentation and explanation in
dialog proposed by Bex and Walton (2016, Fig. 4)

fulfills the following constraints:

• Grounded justifications: Justifications for a clas-
sification label must be grounded in the input
data, i.e. when presented with a label, the expla-
nation must refer to (features of) the particular
instance and the domain of the classification.

• Reasoning towards an agreement: Rather than
explaining a past decision, e.g., “Why did you
do this?”, we want to see how a decision agree-
ment about a future event is reached, e.g., “What
decision should we make and why?”. These rea-
soning chains typically start with a proposal for
a solution that is then explained for an explainee
but the explainee can make a counter-proposal
that can become the solution.

• Symmetric roles: We are looking for scenarios
in which neither dialog participant knows the
ground truth. We are particularly interested in
seeing how humans reach a conclusion based on
the input that they see and what it takes for one
player to agree to the other and when counter-
proposals are made.

Looking at Bex and Walton (2016)’s model of
explanation dialog that we show in Figure 2, we
can see how explanations are initiated by a why-
question and how an examination subdialog hap-
pens when the explainee requires more insight into
the explainer’s reasoning. In this model, the di-
alog ends when either the explainee accepts the
explainer’s justifications or the explanations (the
story) are refuted. Table 2 shows some examples
of data that Madumal et al. (2019) have gathered to
empirically verify the model. From these examples
we can see that the topics of discussion in this data
is rather abstract and cannot be grounded in the
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Task/Data FORUM SIJU JUJU WORDLE
Sources/Collection method Reddit, Whatbird slurk, AMT, Prolific slurk, AMT slurk, Prolific
Images Reddit, Whatbird CUB CUB ImageNet, WikiCommons
Class descriptions –– Whatbird Whatbird ––
# dialogs 400 38 11 8

Table 1: Summary of collected data and sources. Appendix A lists details about the data sources.

Question Source
Over time, did you go, “I need to think this
through”?

Journalist
Interview

To what extent are you concerned that we might
see this problem emerging as a significant chal-
lenge [. . . ]
What does that suggest to you? Chatbot
What are your feelings now? transcript
How did you guys decide who would walk on the
moon first.

Reddit

Why were you wearing this BYU shirt?
What difference would that have made under the
terms of the Hobbs Act?

Court
transcript

Why isn’t that enough?

Table 2: Examples of questions that initiate an expla-
nation in the data analyzed by Madumal et al. (2019).
Answers to these questions cannot be grounded in the
external dialog context.

dialog context and that the roles of explainer and
explainee are fixed throughout the dialog, e.g., as
interviewer and interviewee. The model and data
thus gives insight into the structure of explanation
in general and especially shows how the explainer
must coordinate with the explainee to reach a com-
mon understanding. However the model is not fine-
grained enough to capture the phenomenon that we
wish to model in which the dialog participants both
need to reach an agreement.

Figure 1 shows a schematic diagram of the dia-
log structure we aim to collect data for. The roles
between explainer and explainee can change at any
time as players propose a class label for the stimu-
lus. Discussion can lead to players to retract their
proposal, e.g., when the other player detects an
inconsistency, or to decide on which proposal is
better. The dialog ends when players reach an
agreement.

3 Data collection settings

In this section, we describe four different settings
of dialogical classification, and discuss examples.
We start with showing examples of dialogical clas-
sification “in the wild”: forum discussions in which
users are looking to classify images of birds (Sec-
tion 3.1). We discuss how this setting, while be-
ing close to our target, is unsuitable to model dia-

# A B C

1

[A⟩B,C] New
birder - need help to see if
I’m able to get a positive
ID on this Sparrow! Options
I’m seeing are Swamp Sparrow,
Lincoln Sparrow or Song Sparrow.
Understand positive ID might
not be possible since I don’t
have the belly in the photo.

2 [B⟩A] That is a Song Sparrow.
3 [C⟩A] I agree with Song Sparrow

4 [A⟩B,C] What’s the giveaway for
you - the pattern on the back?

5 [B⟩A] Pattern and color.

6
[B⟩A] Lincoln’s Sparrows have buff
mustachial stripes and cleaner back
patterns.

7

[B⟩A] Swamp Sparrows have more
orangey brown wings and lack the
thick dark malar stripes that Song
Sparrows have.

8 [A⟩B,C] Thanks so much for your
help!

Figure 3: A shortened transcript of a forum interaction.

logical classification as an agreement game. The
following three sections describe tasks, data, and
methods from our own pilot data collections, for
which participants were recruited via crowdsourc-
ing platforms. In two of these settings (JUJU, SIJU,
Section 3.3), players interact in the same domain
of bird classification. In the fourth setting (WOR-
DLE, Section 3.4), players need to take into account
several pieces of information (including visual) in
order to successfully win a game that they play
together. Before describing the settings, we briefly
describe the data collection method in Section 3.2.

3.1 Forum data

Dialogical classification happens as part of every-
day life. For example, in the domain of bird classifi-
cation, it is common for people wanting to classify
a particular bird that they have spotted in their back-
yard or during a walk. In specialized forums like
WhatBird and general forums like Reddit, anyone
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can post an image of a bird and ask others to help
them classify the bird. One or more users can then
propose a label, explain their choice, and discuss
with other users to reach agreement.

Tasks and Data We have collected 130 forum
threads from the platform Reddit2 and 270 threads
from the platform WhatBird3 in which a user
posted an image of a bird and asks for help with
classifying the image. This data has the potential
of showing dialogical classification explanations
according to the schema in Figure 1 because a di-
alog can have a variable number of players in the
explainer role. The user posting the request for
help is a fixed explainee in this setting but can also
ask questions and make proposals. Explanations
are likely to be grounded in the specific image up-
loaded with the request.

For the purpose of this work, we only include
forum threads that start with a user posting an im-
age and making a clear classification request that
is followed by at least one proposal for a label.
Before doing any analysis, the data is cleaned of
sensitive information such as usernames and urls.
Usernames are translated into neutral identifiers.

Example forum data Figure 3 shows an example
forum thread. The dialog starts with A requesting a
label and explanation for an image and also giving
3 initial proposals. Two users B and C each provide
the same label (turns 2 and 3, with C explicitly
agreeing with B) but no explanation. A requests
an explanation for the label and B explains the
decision in turns 5–7. In this particular case, the
explanations also use the principle of exclusion in
that they refer to features not present in the image.
The dialog ends with A accepting the proposal in
turn 8.

Dialog structure Even though both forums are
specifically targetted at birders, users in these fo-
rums may have different motivations for contribut-
ing their knowledge. Providing a label for an image
is a courtesy and there is no consequence in being
incorrect. In fact, for this data, like for most of the
data analyzed by Madumal et al. (2019), no ground
truth is available to us as for the correctness of the
final answer.

In order to get insight into whether this data ex-
hibits the structure of dialogical classification, we

2https://www.reddit.com, subreddits whatbirdisthis,
whatisthisbird, and whatsthisbird

3https://forums.whatbird.com/

# Example
1 Great Potoos are distinctly more white/pale-colored than

this bird and they have black eyes.
2 Too large to be Cattle Egrets, and I would have discerned

the yellow bills.
3 The white throat really is a great field mark for White-

throated Sparrows; it’s distinctive even if they have the
drab/tan head stripes

4 Goldfinches have shorter more conical beaks compared to
the Scarlet Tanager’s long slightly curved beak.

5 Even at this angle, it has a slight recurve

Table 3: Examples of forum contributions that reject a
proposal or explanation.

look for contributions in the threads in which a
user rejects a proposed label or explanation and
thus starts a detailed discussion about whether a
label matches an instance. We find more than 500
such instances in the 400 dialogs and show exam-
ples in Table 3. In the examples, explainers go into
detail about why they reject a label and seem to
be using a similar strategy of describing concept
boundaries that Myrendal (2019) has described for
discussions around word meanings: The explana-
tions contrast features of different classes with each
other in reference to the stimulus image. These
contrasts naturally contain many negations, e.g.,
by mentioning what an instance of another label
would look like (cf. Table 3). While this strategy
is valid and interesting to analyze in the future, we
are looking for explanations that can be grounded
more directly in the image or dialog context, i.e.
for positive evidence rather than negative evidence.
In the examples, explainers very often reference
prototype birds that are not immediately available
in the data. As such, these forum interactions are
an interesting next step in which a classification
model must also learn to reason about the class
representation it has built. As a first step however,
we work towards the settings where the explana-
tions can be grounded in the immediate context. In
addition, this forum data cannot be extended with
additional threads on demand as can be done with
the tasks we present in the following sections.

3.2 Collecting chat data

For the following three tasks (SIJU, JUJU, and
WORDLE), we have used the slurk chat framework
(Schlangen et al., 2018; Götze et al., 2022) to set
up a chat environment in which players play the
game via their internet browser. In each task, play-
ers see a chat interface, the game instructions and
any game-specific visual material, such as images.

https://www.reddit.com
https://forums.whatbird.com/
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Examples of the interfaces are shown in Figure 4.
An automated game bot that we call GameMas-

ter helps the players navigate and informs them
about invalid actions and the game score. In the
case of the SIJU task, the GameMaster is also the
player’s dialog partner, asking questions to elicit
more explanations.

We collect interactions via the platforms Ama-
zon Mechanical Turk and Prolific. Table 1 shows
our sources for materials and participants. All data
was collected in English. All chat logs are stored
on a local server at the authors’ institution. Worker
IDs are connected to chat ids via a token that play-
ers obtain after they finish playing. This allows us
to track players who play the game repeatedly and
potential repetitions of the same images or words.

We pay workers an average of about $13.00 per
hour over all collected data.

3.3 SIJU and JUJU: Judgment Justification

As we have described in Section 3.1, the natu-
rally existing forum data contains aspects of the
dialogical classification structure that we aim at
but still contains many explanations that cannot
be grounded in the immediate dialog context. In
this section, we describe two variants of a game in
which we constrain the dialog context in a way that
allows players to use contrastive explanations that
can still be grounded in the context.

We create two variants of a game in which play-
ers are tasked to match an image with a description:
In the setting that we call JUJU, two players are
tasked to create a mapping between 3 images and 3
descriptions. In the setting that we call SIJU, we re-
place one of the dialog participants with a bot agent
that takes the role of a critic. Collecting interaction
data for synchronous settings poses an additional
challenge in timing participants. With the SIJU

setting, we want to investigate whether the illusion
of a dialog can be created to the extent that a player
will elaborate on their decision further.

JUJU Task Two players are shown 3 images of
birds and 3 class descriptions and are tasked to cre-
ate a mapping between the images and the descrip-
tions. Figure 4 (top right) shows the visual dialog
context that participants see. Both images and de-
scriptions are labeled for easy reference (A/B/C and
(1/2/3, respectively). In order to avoid the play-
ers making decisions by exclusion, the mapping
need not include all the images or all the descrip-
tions, there can be images without descriptions and

descriptions without images and the players are
informed about this. One round ends when the
players both enter their joint decision in free text.
The game ends after three rounds.

The GameMaster’s role is to keep track of time
and contributions and keep the players informed
about the state of the game. For example, the
GameMaster will not accept decisions without
prior discussion between the players.

SIJU Task In this variant, the player’s task is to
decide whether a description fits an image. The
player only sees 1 image and 1 description, Fig-
ure 4 (top) shows the interface. The game first asks
“Does the description fit the image?” and the player
answers by clicking one of the buttons yes, no or
maybe.

The GameMaster that has both the roles of game
manager and dialog partner then asks for a justi-
fication of the decision. Players click next when
they think they have explained enough. The game
ends after three pairs.

The GameMaster’s role is to challenge the player
in their justification by using simple checks of the
player’s input. The GameMaster asks for addi-
tional explanation when the explanation falls below
a minimum length of 20 characters, fewer than 10%
of the features mentioned in the description were
taken up in the explanations, or when the explana-
tion is a substring of the description, i.e. the player
used copy/paste to answer.

For the images and descriptions, we use the USC-
Birds Dataset (Welinder et al., 2010). Besides the
bird images, the dataset contains symbolic attribute
representations for each bird species. This informa-
tion is used by the bot to determine which attributes
have been mentioned and also allows us to create
image-description pairs that have a substantial over-
lap in order to create pairs where the decision is
sufficiently difficult to make.

Collaborative classification in SIJU and JUJU

Figures 5 and 6 show examples of collaborative
classification dialog in the SIJU dialogs. In Fig-
ure 5, the GameMaster is not satisfied with the
initial explanation and prompts player A to explain
further some of the attributes that have not been
mentioned before. Player A goes into detail about
how the image and description match – making
turn #4 a good example of a grounded explanation.
In Figure 6, the player goes into detail about the
attributes that are mentioned, using positive and
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Figure 4: The visual interfaces for the SIJU (top left), JUJU (top right), and WORDLE (bottom) games. The interface
also includes a chat area that is not shown here. The complete interfaces are shown in Appendix C.

negative references (“The upperparts do not look
reddish.”).

Figure 7 shows an extract of a JUJU dialog in
which the players first propose a solution (turns #1
and #2: B: “3c for sure”––A: “yeah I was thinking
C could fit 2 or 3”) and then take turns to explain
it in more detail (turns #3 to #6). Here, too, do the
players use specific details from the descriptions
and ground them in the images, using both the
existence and absence of features they see in their
explanations (“B says pale yellow belly and 2 and
3 have white bellies”, “1’s belly is not pale yellow
and it doesn’t have an eye ring”, “The wings are
dark with two white bars”).

3.4 Wordle with Images

This 2-player game is an extension of the popular
Wordle word game4 in which participants need to

4https://www.nytimes.com/games/wordle

find a 5-letter word. In addition to cues that specify
whether single letters are in the correct position or
not, our version also includes an image as a cue
for the target word. In this setting, the decision
that players make is not a label for the image, but a
sequence of letters that needs to adhere to a number
of constraints: The target word needs to be related
to the image and it needs to fit the letter cues that
the GameMaster provides as the game progresses.
Participants need to agree on their next guess before
entering it. The maximum number of guesses is six.
The GameMaster’s role is to provide letter-based
cues and guide players through the mechanics of
the game, e.g., informing them when their partner
has entered a guess. Figure 4 (bottom) shows a
screenshot of the visual game interface.

For our pilot data collection, we have manu-
ally mapped images with target words. In order
to elicit meaningful dialog, the mapping must be

https://www.nytimes.com/games/wordle
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Medium, active warbler with black upperparts and hood, dis-
tinctive orange-red patches on wings, sides, and long, fanned
tail, and white underparts. Bill, legs, and feet are black.
# A B

1

[A⟩B] The description matches the image -
all components have a corresponding part
to the image. You could disagree on the
disambiguation of Warbler but the colour,
pattern, plummage and characteristics of
the bird match the description.

2 [A⟩B] ACTION: BUTTON-NEXT

3
[B⟩A] I’m not convinced yet. What do you
think about the other attributes, such
as the side and the feet?

4

[A⟩B] The description states that
the sides have distinctive orange-red
patches. The image shows that the sides
have distinctive orange-red patches. The
description states that the feet are
black. The image shows that the feet
are black.

Figure 5: An extract of a SIJU interaction. This example
shows how the bot prompts the player to be more precise
in their explanation. The player then adds more details
that can be grounded in the image details.

sufficiently indirect (showing an image of a piano
for the target word piano does not require the play-
ers to discuss more than their agreement). We also
add difficulty by showing the image to only one
of the players so that this player needs to describe
details of the image to their partner.

Collaborative classification in WORDLE In the
WORDLE task, the players now need to observe
additional constraints: The target word must be
related to the image in some way, it must have
exactly 5 letters, and it must adhere to the letter-
based feedback. Figure 8 shows an extract in which
the players discuss one aspect of the constraints –
the letter-based feedback. This subdialog is a good
example of one player (A) verbalizing the visual
feedback by making a proposal for what the next
guess must look like (“None of the other letters
are in the word. Just C.”). The other player B
then takes up the proposal by rejecting it because
it has misinterpreted the feedback (“there is an a
just in a different position”). A accepts the counter-
proposal in turn #5 and makes a new, more specific
proposal in turn #6.

Medium-sized wren with rufous upperparts and buff under-
parts. Eyebrows are white, wings and tail are dark barred with
white flecks. Throat and chin are white. Bill is decurved. Legs
and feet are pink-gray.
# A B

1

[A⟩B] Medium sized is plausible as this
looks larger than the average wren.
White-ish eyebrows are visible and
throat and chin are arguably white. Bill
is decurbed.

2

[A⟩B] I don’t know what rufous means, but
I’m guessing reddish. The upperparts do
not look reddish. Buff underparts are
evidence. Dark wings are evident, but
white flecks are not. Tail, legs and
feet are not visible.

Figure 6: An extract of a SIJU interaction.

4 Collaborative explanation models

In the previous section, we have shown data exam-
ples of different classification settings that all show
aspects of the dialogical classification explanations
we aim to capture. Specifically, we see how the
dialog partners propose solutions and reason about
details in images in descriptions in the SIJU and
JUJU settings, using both the presence and absence
of feature values in an image (grounded justifica-
tions). In the JUJU and WORDLE settings, we can
see how players make proposals, explain them, and
agree on them towards the game goal (reasoning
towards agreement). Especially in the WORDLE

setting, the larger number of constraints on the solu-
tions seems sometimes to elicit incorrect proposals
that the other player can counter (cf. the example in
Figure 8). Also in the JUJU and WORDLE settings,
players’ roles are equal, meaning that they alter-
nate between being explainer and explainee since
neither has the game solution (symmetric roles).

For classification models to give dialogical expla-
nations, what the data in the SIJU setting shows can
be considered a minimum capability: On request,
a model must be able to go into more detail with
an initial explanation, mentioning additional fea-
tures and possibly admitting that certain features
cannot be determined from a given image. The
modeling efforts of Li et al. (2018) and Park et al.
(2018) are close to this capability, however they
lack either the continued dialogical explanation or
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1 2 3
A B C
Large, crested flycatcher with olive-
green upperparts. Head, throat, and
upper breast are gray, belly is yellow,
and undertail coverts are lemon-yellow.
Bill is heavy and black. Wings are dark
with rufous patches. Tail is rufous.

Small flycatcher with olive-gray up-
perparts, gray breast, and pale yellow
belly. Eye-ring is white. The bill
has pale lower mandible with dark tip.
Legs and feet are black.

Medium-sized flycatcher with dull
olive-gray upperparts and pale olive-
gray underparts. Head has darker cap
and slight crest. The wings are dark
with two white bars.

# A Game Master B
1 [B⟩A] 3c for sure
2 [A⟩B] yeah I was thinking C could fit 2 or 3
3 [A⟩B] A and B don’t seem to fit any of them

4 [A⟩B] B says pale yellow belly and 2 and 3 have white bellies. 1’s belly is not pale
yellow and it doesn’t have an eye ring so I don’t think B fits any of them

5 [B⟩A] slight crest. The wings are dark with two white bars. was what has me thinking
3c

6 [B⟩A] 1 and 2 have no crests on their heads that I see
7 [A⟩B] I agree
8 [A⟩B] so for sure 3c
9 [B⟩A] yeah, 1 and 2 are confusing

Figure 7: An extract of a JUJU interaction.

# A Game Master B
[GM⟩A,B] SUBMIT GUESS: cakes –

FEEDBACK: C A K E S

1 [A⟩B] OK. It’s not cakes. But it starts
with C

2 [A⟩B] None of the other letters are in the
word. Just C.

3 [B⟩A] there is an a
4 [B⟩A] just in a different position
5 [A⟩B] Oh yeah, sorry.
6 [A⟩B] Try Cotta

Figure 8: An extract of a WORDLE interaction.

the questions that the model has to answer are more
specific than a general “I need more explanation”.
The JUJU setting adds more advanced capabilities
in which an explainee can make an own proposal
that a model must be able to evaluate against its
own beliefs. Finally, the WORDLE setting creates
a solution space that is constrained by game rules
(5 letters, a limited amount of steps) and dynami-
cally changing context (letter-based feedback), as
well as a visual input. This latter setting requires
advanced reasoning skills and strategic game play
in order to stay within the maximum number of
allowed steps.

5 Related Work

A growing body of research investigates natural
language explanations in the context of classifi-
cation decisions. Wiegreffe and Marasovic (2021)

have compiled an overview of datasets, 10 of which
include free-text explanations in a variety of classi-
fication tasks that involve visual as well as textual
input. Two of these datasets are extensions to the
Visual QA task (Antol et al., 2015) in which a
model must answer consecutive questions about an
image (Li et al., 2018; Park et al., 2018), giving
specific elaborations for an answer. Others include
explanations for particular action decisions in a
given context, e.g., for self-driving cars (Kim et al.,
2018) or in a controlled game setting (Ehsan et al.,
2019). However none of these datasets include
multi-turn fine-grained negotiations and argumen-
tation, or allow the original model decision to be
changed during interaction.

There do exist datasets and analyses that put the
focus on the process of collaboratively reaching a
conclusion or agreement, rather than explaining a
specific decision or output. For example, Myrendal
(2019) details the collaborative process of negotiat-
ing word meanings using the example of online fo-
rums. In these interactions, the participants are not
necessarily reaching agreement, but give detailed
explanations for the aspects of a word meaning that
they find relevant in a particular situation. The FO-
RUM data we have shown in Section 3.1 is similar
in this respect. Similarly, Madumal et al. (2019)
have analyzed dialog data from different explana-
tion settings, including settings in which either the
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explainer or the explainee is an automated agent,
empirically affirming Walton (2009)’s theoretical
formalization of dialog structure.

Madumal et al. (2019)’s work makes visible
that explanatory interactions contain a component
of argumentation, in which claims can be ques-
tioned and counter-arguments be proposed. Com-
putational argumentation has its own line of re-
search that incorporates aspects that are important
for modelling an explainer, e.g., Wachsmuth and
Alshomary (2022) build a model that can gener-
ate arguments that are user-dependent, taking into
account the explainee’s previous beliefs.

While these settings assume specialized roles
for the interaction participants, these roles could
change throughout a conversation. In the do-
mains of negotiation and collaborative problem-
solving, participants are both explaining and being
explained to. Both types of dialog require partic-
ipants to justify their proposals or make counter-
proposals to achieve either a common or individual
goal. Data exists based on in-lab data collections
(Petukhova et al., 2016; Karadzhov et al., 2022a)
and Wikipedia data (De Kock and Vlachos, 2021).
DeliData (Karadzhov et al., 2022a) is very similar
to the WORDLE game we are proposing here in that
participants are explaining fine-grained options for
a solution, but there is no image context.

6 Conclusion and Outlook

All three settings that we have shown elicit aspects
of dialogical classification explanation. In the next
step, we plan to collect a larger number of dialogs
from each game and annotate them systematically
in order to add a quantitative analysis to the quali-
tative examples we have shown here.
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# A Game Master B
[Task intro]

[B⟩A] Great! Let’s begin.
1 [A⟩B] ACTION: BUTTON-AGREE

2 [B⟩A] Really? I don’t agree. Which attributes in the text make you think so? Convince
me!

3
[A⟩B] The description matches the image - all components have a corresponding part
to the image. You could disagree on the disambiguation of Warbler but the colour,
pattern, plummage and characteristics of the bird match the description.

4 [A⟩B] ACTION: BUTTON-NEXT

5 [B⟩A] I’m not convinced yet. What do you think about the other attributes, such as
the side and the feet?

6
[A⟩B] The description states that the sides have distinctive orange-red patches. The
image shows that the sides have distinctive orange-red patches. The description
states that the feet are black. The image shows that the feet are black.

7 [A⟩B] ACTION: BUTTON-NEXT
8 [B⟩A] Okay, let’s get you to the next round. 2 to go!
9 [A⟩B] ACTION: BUTTON-AGREE

10 [B⟩A] Really? I’m not so sure. Which attributes in the text make you think so?
Convince me!

11
[A⟩B] The description matches the image - all components have a corresponding part
to the image. The colour, pattern, plummage and characteristics of the bird match
the description.

12 [A⟩B] ACTION: BUTTON-NEXT

13 [B⟩A] I’m still not sure. What about the other attributes, like the head and the
eyes?

14 [A⟩B] You could disagree that the head has a purple sheen, as some individuals have
a higher sensitivity to colour. However, the eyes are very dark. Unmistakeably so.

15 [A⟩B] ACTION: BUTTON-NEXT
16 [B⟩A] Okay, let’s get you to the next round. 1 to go!
17 [A⟩B] ACTION: BUTTON-MAYBE

18 [B⟩A] Alright. Are there any features that you ARE certain about?
Which attributes in the text make you unsure?

19 [A⟩B] Small. Yellow Underparts. chestnut-brown ear patch, black crown.
20 [A⟩B] ACTION: BUTTON-DONE
21 [B⟩A] That was the last round. Thank you for participating!

Image
Description Medium, active warbler

with black upperparts and
hood, distinctive orange-
red patches on wings,
sides, and long, fanned
tail, and white underparts.
Bill, legs, and feet are
black.

Small blackbird with pur-
ple sheen on head, back,
breast. Eyes are dark.
Black bill, legs, feet.

Small warbler, olive-
yellow upperparts, thick,
black streaks on yellow
underparts. Bright yellow
face, chestnut-brown
ear patch, black crown.
Wings are dark with large
white patches.

Figure 9: A transcript from a SIJU interaction. Text and description match for the first two images. The mismatch
in the third pair is a difficult instance as parts of the description are correct.
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# A Game Master B
[Task intro]
[GM⟩A,B] Yay! The game will begin now.

1 [A⟩B] This is a test dialog.
2 [B⟩A] None of these is a gul, so A) doesn’t go with any picture
3 [A⟩B] B) neither
4 [A⟩B] none of these match
5 [B⟩A] DECISION: NO MATCH
6 [GM⟩B] Are you sure? Please discuss some more!
7 [A⟩B] DECISION: NO MATCH HERE
8 [GM⟩A] Are you sure? Please discuss some more!
9 [A⟩B] c could go with 3, but 3 doesn’t have a black face

10 [B⟩A] or a pink bill
11 [B⟩A] it’s more grayish
12 [A⟩B] DECISION: NO MATCH
13 [GM⟩A] Let’s wait for your partner to also type /decision.

14 [GM⟩B] Your partner thinks that the two of you have made a decision. Type /decision
and a brief explanation if you agree.

15 [B⟩A] DECISION: NO MATCH
16 [GM⟩A,B] Ok, let’s get the two of you the next level. 2 to go!
17 [A⟩B] d goes with 4
18 [B⟩A] the others dont seem to match
19 [A⟩B] none of these have a white neck
20 [B⟩A] and there’s no description that’s saying anything about a bird with a red head
21 [A⟩B] nothing with bright yellow either
22 [A⟩B] DECISION: 4D
23 [GM⟩A] Are you sure? Please discuss some more!
24 [A⟩B] yes I’m sure
25 [A⟩B] DECISION: 4D
26 [GM⟩A] Are you sure? Please discuss some more!
27 [A⟩B] yes sure
28 [B⟩A] I’m sure too
29 [B⟩A] DECISION: 4D
30 [GM⟩B] Let’s wait for your partner to also type /decision.

31 [GM⟩A] Your partner thinks that the two of you have made a decision. Type /decision
and a brief explanation if you agree.

32 [A⟩B] DECISION: 4D
33 [GM⟩A,B] Ok, let’s get the two of you the next level. 1 to go!
34 [B⟩A] ooh tricky
35 [B⟩A] c3?
36 [A⟩B] yes agree
37 [A⟩B] and 1a
38 [B⟩A] test
39 [B⟩A] DECISION: 1A 3C
40 [GM⟩B] Are you sure? Please discuss some more!
41 [A⟩B] yes sure
42 [A⟩B] sure
43 [A⟩B] DECISION: 1A 3C
44 [GM⟩A] Let’s wait for your partner to also type /decision.

45 [GM⟩B] Your partner thinks that the two of you have made a decision. Type /decision
and a brief explanation if you agree.

46 [B⟩A] DECISION: 1A 3C
47 [GM⟩A,B] The game is over! Thank you for participating!

Figure 10: A transcript from a JUJU interaction.
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# A Game Master B
1 [GM⟩A,B] Welcome to Wordle with Images
2 [GM⟩A,B] Let’s start with the first of 1 images
3 [A⟩B] Hello!
4 [B⟩A] hello
5 [B⟩A] my guess is the word music
6 [A⟩GM] GUESS: music
7 [GM⟩A] Let’s wait for your partner to also enter a guess.

8 [GM⟩B] Your partner thinks that you have found the right word.
Enter your guess.

9 [B⟩GM] GUESS: music
10 [GM⟩A,B] SUBMIT GUESS: music – FEEDBACK: M U S I C
11 [A⟩B] Do you have an image? I’m just seeing normal wordle

12 [B⟩A] yes i have an image, its of a homeless looking guy playing
a flute with a dog

13 [A⟩B] Audio?
14 [A⟩B] Wait no I
15 [B⟩A] no aduio
16 [A⟩B] I’ve got no clue
17 [A⟩B] Any other details in the image?

18 [B⟩A] they arestanding on a crumpled blanket on a cobblestone
like sidewalk the dog is a dalmation

19 [B⟩A] the guy has a sleevless tank top and shaggy hair
20 [A⟩B] Maybe buddy? Because of his dog?
21 [B⟩A] yes probably buddy
22 [B⟩GM] GUESS: buddy
23 [GM⟩B] Let’s wait for your partner to also enter a guess.

24 [GM⟩A] Your partner thinks that you have found the right word.
Enter your guess.

25 [A⟩GM] GUESS: buddy
26 [GM⟩A,B] SUBMIT GUESS: buddy – FEEDBACK: B U D D Y
27 [A⟩B] Okay so we’ve got U and Y
28 [A⟩B] B and D are wrong
29 [B⟩A] i typed in funky before i switched to buddy
30 [A⟩B] Oooo funky could work, because of the music
31 [A⟩GM] GUESS: funky
32 [GM⟩A] Let’s wait for your partner to also enter a guess.

33 [GM⟩B] Your partner thinks that you have found the right word.
Enter your guess.

34 [B⟩GM] GUESS: funky
35 [GM⟩A,B] SUBMIT GUESS: funky – FEEDBACK: F U N K Y
36 [A⟩B] Let’s guess Funky
37 [A⟩B] Lmao I’m a bit confused now
38 [A⟩B] Perhaps the word is unrelated to the picture?
39 [B⟩A] maybe
40 [A⟩B] Puppy? Yuggy?
41 [A⟩B] Ruggy*
42 [A⟩B] Not even sure Ruggy is a word
43 [B⟩A] puppy or pushy?
44 [A⟩B] Can’t be S, used that in Music
45 [A⟩B] Wanna try Puppy?
46 [B⟩A] sure
47 [A⟩GM] GUESS: puppy
48 [GM⟩A] Let’s wait for your partner to also enter a guess.

49 [GM⟩B] Your partner thinks that you have found the right word.
Enter your guess.

50 [B⟩GM] GUESS: puppy
51 [GM⟩A,B] SUBMIT GUESS: puppy – FEEDBACK: P U P P Y

52 [GM⟩A,B] YOU WON! For this round you get 10 points. Your total score is:
10

53 [GM⟩A,B] The game is over! Thank you for participating!

Figure 11: A shortened transcript from a Wordle interaction. The image is taken from the ImageNet ILSVRC2012
dataset (Russakovsky et al., 2015).
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Figure 12: The visual interfaces for the SIJU (top), JUJU (middle), and WORDLE (bottom) games.


