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1 Introduction and Motivation

Spoken Dialogue Systems (SDS) have been sep-
arately developed under two different categories:
task-oriented and chit-chat. The former focuses
on achieving functional goals and the latter aims
at creating engaging social conversations without
special goals. Creating unified models (Lin et al.,
2021; Zhao et al., 2021; Young et al., 2022) that can
reply to both task-oriented and chit-chat requests
is a promising research topic in recent years. It is a
desired property of unified models to be sensitive
to dialogue mode transitions (switch from chit-chat
to task-oriented or from task-oriented to chit-chat)
and domain transitions in a task-oriented multi-
domain setting (switch from one domain to another
domain). The dialogue agent can then proactively
guide the transition through generating a transition
sentence (red parts in Figure 1).

We will discuss the system-initiated transitions
of a unified dialogue agent. First, we elaborate the
motivation behind this work. If the dialogue agent
can track the preceding chit-chat interaction and
recognize the potential user intention for requir-
ing some task-oriented service, then the agent can
proactively ask if the user needs this task-oriented
service. As an example, consider the first part of
Figure 1, where the agent realizes that the user
wants to visit a “college” and actively guides to
task-oriented interaction by saying “Do you want to
visit some colleges?”. It is beneficial for commer-
cial dialogue systems to offer or sell their service
(Chiu et al., 2022) at a right moment. This is also
possible in a multi-domain scenario. If the agent
is aware that user has the possibility to order other
services after completing a task request, the agent
can continually promote those services. Like in the
third part of Figure 1, the user potentially needs
the taxi service after booking a restaurant. This is
also a good moment to actively offer this service in
a commercial setting. When the human-machine

interaction starts with a task-oriented request, the
users might have the feeling that they are talking
to their friends if the system naturally switches to
chit-chat interaction after providing all task-related
information (see second example in Figure 1). This
can highly improve the user interaction experience.

We were discussing about potential colleges.

Nice. Preparing for a new chapter.
Do you want to visit some colleges?

we want to visit a few in the city.
Can you find one in the center?

There are 13 options. I recommend Christ.

Do you know the Parkside Police Station?

Hello, I can provide the post code for you;
it is CB11JG. What happened to you?

I lost my wallet.

The police will look into it.

Yes please. We can try at 16:00
for Dojo Noodle Bar reservation.

I have booked for you. Your reference number
is V65S4LW2. Do you need our taxi service?

Yes please. I want to order a taxi to go there.

Figure 1: The system-initiated dialogue examples with
chit-chat to task-oriented transition, task-oriented to
chit-chat transition, and domain transition. The blue
parts represent the chit-chat interaction, while the or-
ange parts are task-oriented communication. The newly
annotated transition sentences (red parts) demonstrate
the system-initiated transitions are controlled by dia-
logue agent rather than user.

2 Initiative Discussion

(Walker and Whittaker, 1990) describe initiative
as occasionally “taking the conversational lead”.



Proceedings of the 26th Workshop on the Semantics and Pragmatics of Dialogue,
August, 22-24, 2022, Dublin.

For task-oriented dialogue, the initiative tends to
represent “driving the task” (Smith, 1994; Smith
and Gordon, 1997). Novick and Sutton (1997) in-
troduce mixed-initiative interaction and describe
initiative as a multi-factor concept, which includes
choice of task, choice of speaker and choice of out-
come. However, the formal definition of the term
initiative is still missing from the literature. With
the surge in interest in unified (Lin et al., 2021;
Zhao et al., 2021; Young et al., 2022) models that
can respond to both chit-chat and task-oriented user
requests, we explore system-initiated transitions
based on a unified model from three perspectives
as follows (the first two are dialogue mode transi-
tions, the third one is a domain transition):

• The system-initiated transition from chit-chat
to task-oriented as in the first dialogue exam-
ple shown in Figure 1, where the initiative
agent captures the potential task-related infor-
mation and proactively guides the switch at a
proper moment.

• The system-initiated transition from task-
oriented to chit-chat as in the second dialogue
example shown in Figure 1, in which the sys-
tem is aware of the completion of a task re-
quest and smoothly switches to chit-chat.

• The system-initiated transition from one do-
main to another in task-oriented interaction, as
in the third example shown in Figure 1. Here,
the dialogue agent is sensitive to the comple-
tion of current task request and proactively
switch to another potential task domain.

3 Potential Challenges

Concerning the potential challenges of this work,
we have the following questions that need to be
precisely discussed and our opinion on these chal-
lenges is also elaborated here:

• When is it a good moment for initiative
transition?1 If the interaction starts with chit-
chat, a good transition moment to switch to
task-oriented mode could be when the agent
captures some potential task-related informa-
tion, which could be a task domain, an intent
or a slot (such as “college” in the Figure 1).
If the interaction starts from task-oriented, a

1The question of “when” to switch has also been addressed
for pro-activity, which is similar to our initiative switch, by
(Nothdurft et al., 2015).

good transition moment could be the com-
pletion of the current request, followed by a
decision to switch to another domain or to
chit-chat interaction.

• How to guide the generation of a transition
sentence? Transition sentences to chit-chat
are hard to control, because they can be di-
verse and free in style. However, no matter
whether it is switching from chit-chat to task-
oriented, or from one task domain to another
task domain, the system can generate the tran-
sition sentence based on relevant information
it captures, such as a task domain or a slot.

• How to evaluate the transition sentence gen-
eration? Firstly, the evaluation on generation
tasks is still a challenge in general (Chaganty
et al., 2018). Additionally, we argue that the
evaluation of transition sentences is even more
difficult. One reason is that current publicly
available datasets rarely have human anno-
tated transition sentences as a reference to
compute automatic metrics, such as BLEU
(Papineni et al., 2002) or Meteor (Banerjee
and Lavie, 2005). Another reason is that tran-
sition sentence generation is different in the
three cases mentioned in Section 2, so the
evaluation emphasis might be also different.

4 Future Work

In our future work, we will utilize the FusedChat
dataset (Young et al., 2022), where human an-
notated open-domain sentences were prepended
and appended to the dialogues of the task-oriented
dataset MultiWOZ (Budzianowski et al., 2018; Ye
et al., 2021). Hence, every dialogue in FusedChat
includes two dialogue modes with the chit-chat and
task-oriented parts being interdependent. In addi-
tion, many task-oriented dialogues in MultiWOZ
include multi-domain interaction. We will first
build a unified model that can reply to chit-chat and
task-oriented requests with the FusedChat dataset.
After that, we will apply the efficient prompt learn-
ing (Liu et al., 2021; Li et al., 2022) method to ac-
tivate the initiative transition of the unified model
so it can be sensitive to the timing of transitions
and proactively guide them by generating transition
sentences.
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