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Abstract

Interlocutors use sufficiently salient yet creative
and dynamic meaning pairs to communicate
and coordinate in dialogue (Lewis, 2008). In
this work, we focus on novel utterances in vi-
sual dialogue. We survey different types of
lexical innovations discussed in the cognitive
science and computer science literature and
study how and when the transformer-based lan-
guage models fail to probe context and pro-
cess novel referring expressions. We annotate
around 300 utterances that include novel ut-
terances from the Photobook dataset (Haber
et al., 2019) and present a data-driven study
of lexical innovation and micro language in
task-oriented dialogue. We then propose an
algorithm that ranks the importance of the lo-
cal context history according to the content of
novel utterances. Based on this ranking, we
create a model that can process and ground
these novel utterances in context. We conclude
with a discussion on how lexical innovations
may change across conversations and how in-
terlocutors can converge on shorter referring
expressions about 52% of the time over the
course of the interaction.

1 Introduction

Communication is inherently creative. Inter-
locutors produce utterances that include novel
expression—meaning pairs to successfully commu-
nicate (Clark and Clark, 1979). Listeners under-
stand these lexical innovations and uncover the
intended meaning effortlessly. We build on Arm-
strong (2016)’s argument and present empirical
evidence that shows that semantic conventions that
influence language production in dialogue are dy-
namically determined by coordination between the
engaged listener and speaker. These local con-
ventions, which Clark (1998) refers to as micro-
languages are suited for the needs of subgroups
and may not be utilized by other subgroups or even
the same speaker or listener in future interactions.
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B: I have a girl in a car seat sleeping

with a teddy bear Round
1

A: yes. I have that.

Round
2

Round
A: no

Figure 1: This is an example image from the Photobook
Dataset, with its relevant dialogue history from different
rounds of the game. The highlighted segments in the text
correspond to the lexical innovations and their referents
from the previous context. “car seat sleeper” is a novel
utterance with noun-noun-noun compounding. Partici-
pants can converge to shorter lexical innovations over
time. Converged lexical innovations can also change
slightly, i.e, “car seat sleeper” to “car seat baby”.

Krahmer and van Deemter (2012) discuss sev-
eral ways in which the production of referring ex-
pressions can be creative and addressee—dependent
i.e. the use of abbreviations and certain redundan-
cies. In this work, we focus on visual dialogue and
study ways that our cognitive capabilities and con-
ventions might influence the production of lexical
innovation. In particular, we evaluate the perfor-
mance of language understanding models when
conversations involve novel utterances in a visual
dialogue task.

Resolving novel referring expressions in visual
dialogue requires understanding the images and the
context of the conversation. Agarwal et al. (2020)
show that transformer models fail to understand
and use the context in visual dialogue. They fail to
generalize well in the presence of lexical innova-
tions. We present a case study using the Photobook
dataset (Haber et al., 2019) and examine the dif-
ferent types of lexical innovations that the dataset
presents. Figure 1 presents an example conversa-
tion with lexical innovations and ways that the in-
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terlocutors coordinate to understand each other and
achieve a common ground. In what follows we (1)
survey different definitions and classes of lexical
innovations in the cognitive science and computer
science literature; (2) present a data-driven analy-
sis of lexical innovations in the Photobook dataset;
(3) propose a novelty coefficient calculation algo-
rithm which uses Part-of-Speech tagging to rank
the novelty of utterances in a sentence; (4) develop
a multimodal language understanding model that
can detect and quantify novelties in the utterance,
which then ranks local conversational context for
better grounding of novelties; and, (5) show that
lexical innovations are dynamic structures that are
influenced by local conventions and may or may
not be used in different dialogue rounds even by
the same speakers.

2 Background and Definitions

Lexical Innovation Lexical innovation is differ-
ent from conversational implicature (Bach, 1994),
it is also not necessarily a deep metaphor. A deep
metaphor is one, as defined in Armstrong (2016)
and Lepore et al. (2010), where the meaning of the
metaphor is linked to conventions that cannot be
localized to that specific sentence. Furthermore,
novel uses of utterances (most probably denominal
verbs) that disrespect the semantic conventions are
also not lexical innovations, such as “she foodified
the ingredients”, or “paper-outted the digital copy”.

“Lexical innovation compositionally interacts
with the other expressions in the sentences they
occur”, such as conditionals, negations and quanti-
fiers. Armstrong (2016) argues that lexical innova-
tion can happen in two ways:

o Lexical expansion: L — L' where L' is a
lexicon with a new lexical expression that is
not present in L.

 Lexical shift: L — L' where L' is a lexi-
con with a new lexical expression that is not
present in L. Meaning of some expression in
lexicon L' is different from that of in L.

In the fields of developmental psychology, and
cognitive psychology, there are similar ways of
defining strategies of lexical innovations. Clark
(1980) and Bryant (2014) give the following strate-
gies:

* Compounding: Two or more bases are com-
bined and form a single word, for example,

bubble-hair (a person with curly hair). Exam-
ples from Table 1 are suit guy, truck thing.

* Conversion: A word is adapted to a new word
class without any changes. Examples from
the Photobook dataset are paving truck, where
paving is used as a noun instead of a verb or
adjective.

» Affixation: A prefix or suffix is added to
modify a base semantically or grammati-
cally, for example, sworder (swordsman), un-
filled (empty). Examples from the Photobook
dataset are pinkish.

* Compounding with affixation: This is a sub-
category of compounding and a combination
of affixation. Examples from Table 1 are the
stripey cake.

* Onomatopoeia: Words that sound like an ac-
tion or an object. Examples from the Photo-
book dataset are chuck, fluff, clip, pat, puff.

¢ Child-talk: Such as that found in children’s
books (e.g., “Do you know what shlom is?”).
Annotated section of the Photobook dataset
does not contain child-talk due to its domain.

People are capable of producing novel utter-
ances dynamically during a conversation. Yet,
language understanding models fail to understand
them (Testoni et al., 2022).

As an initial exploration, we focus on com-
pounding and conversion—which are the major
two categories of innovation that are automatically
detectable—by using a detection algorithm that
we propose. Using these strategies, we quantify
the novel segments in grounded collaborative dia-
logues in a multimodal setting. We combine our un-
derstanding of lexical innovation from the already-
present literature of linguistics, philosophy and
cognitive psychology, and explore the Photobook
dataset with the tools and understanding from these
fields.

Collaborative Reference Grounding vague and
ambiguous utterances have been addressed before
in the context of grounding color terms. McMa-
han and Stone (2015); Monroe et al. (2017); Winn
and Muresan (2018), and Fried et al. (2021) have
all explored modelling color perception and com-
parative color descriptions using Bayesian models
and reinforcement learning (Khalid et al., 2020a,b),
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Round 3:

A: my last one is the atari person with socks Round 3:
Utterance Round 4: A: I have the two men cutting a cake with red and white stripes
Chain A: okay, atari guy again Round 4:
Round 5: B: I have the two men with the stripey cake
A: atari with socks
Across multiple rounds, utterance length becomes shorter, Across multiple rounds, different users can refer to the same
Qualitative as the previous dialogue hist9ry context gets longer for both obj(?ct and gnly one of them may contain lex?cal innovation.
Observation agents, the use of compounding to create novel segments While probing for context, both agents’ previous rounds and
increases. This example signifies looking up from previous previous turns should be used to find the necessary context
history and increasing the attention to previous round utterances. for the specific novel segment.
Round 3:
Round 1: B: yes, I have the suit guy, on the bench again too
Utterance B: white guy with a orange vase looking at a truck thing Round 4:
Chain Round 3: B: do you have the sloucher on the bench on his phone?
B: man in orange vase looking at a truck Round 5:
A: sloucher dude?
Grammatical errors are not necessarily considered as lexical The lexical innovation segment in the last round exists in the
Qualitative  innovation. The lexical innovation detection module needs previous rounds as a part of the whole utterance. Hence, the
Observation to be robust for these cases. Here, “vase” is not lexical segment needs to be extracted and then a coefficient needs to be

innovation, but “truck thing” is.

calculated for the whole utterance to probe the previous context.

Table 1: This figure illustrates different dialogue examples based on the images above them. It also gives qualitative
observations on how the lexical innovation plays a role in understanding certain segments of the utterances by the
agents. Underlined portions denote the novel segments and their previous references. Most of them are noun-noun

compounding lexical innovations.

whereas in our work we study Transformer-based
models. While these papers are applied specifically
to color terms and mainly work on resolving ambi-
guities, we are looking at grounding novel combi-
nations of nouns that are not necessarily vague.

Resolving ambiguous novel utterances have also
been studied in robotics and situated dialogue. It is
still an open investigation area which has been men-
tioned in the recent survey for spoken interactions
with robots by Marge et al. (2022). Liu et al. (2013)
study novel referring expressions, where a graph
mapping between a robot’s visual context and the
dialogue utterances is established for novel objects
in the environment. In this line of research, a res-
olution of ambiguity of “novel” utterances have
been addressed using cognitive processes. Our
work is also inspired by the categories that cog-
nitive scientists have proposed but we mainly focus

on dynamically-formed novel utterances or micro
language in visual dialogue.

Different corpora exist for the problem of vi-
sual collaborative reference: task-oriented visual
dialogue such as VisDial (Das et al., 2017), Talk-
TheWalk where participants describe locations as
they are walking, (de Vries et al., 2018), MeetUp!
which is about dialogues that contain referring to lo-
cations and objects, (Ilinykh et al., 2019), CoDraw
which has referring to objects and figures in draw-
ings, (Kim et al., 2019), Photobook that has rich
referring expressions to objects in a synchronous
image matching game (Haber et al., 2019), TEACh
where a commander directs a robot to complete
tasks (Padmakumar et al., 2021), and SIMMC 2.0
(Kottur et al., 2021) where an agent resolves ambi-
guities when a human refers to objects in a shop-
ping setting. While in all of these works there is
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an exploration of resolving ambiguous referring
utterances, none of the baseline models in these
works address lexical innovations, and do not gen-
eralize well to out-of-domain corpora (Kim et al.,
2020). Grounding and the problem of collabora-
tive reference in dialogue is analyzed even more
in the surveys by Schlangen (2019); Agarwal et al.
(2020). Overall most models focus on a plethora
of tasks and specific domains, but we are focusing
on grounding creative utterances when people are
referring to objects dynamically.

3 Data creation and annotation

In this work, we use the Photobook Task and
its related datasets!, which are components of a
dialogue-based image-identification game (Haber
etal., 2019).

In the original Photobook task, two participants
are each shown 6 images selected from the MS
COCO Dataset (Lin et al., 2014) on a randomized
grid with some shared images. The primary task of
the game is for each participant to select if any of
the highlighted images is common or different by
communicating with each other over a dialogue in-
terface. The task is symmetric, as both participants
can ask questions and provide answers. When the
participants finalize a selection about the common
or different images, then one round of the game
ends, and another round begins with a newly ran-
domized set of images. This new set may contain
some of the same images from the previous rounds
providing a history for participants to refer back
to across rounds. A single game consists of five
rounds, each of which contains three highlighted
target images to label as common or different. This
multi-round structure of the game allows an anal-
ysis of novel expressions that are getting created
across different rounds by same or different partic-
ipants, letting us observe the dynamics of lexical
innovation. See Table 1 for a few examples.

Full dialogues of the Photobook dataset contain
a total of 2,506 human—human conversations, and
a total of 164,615 utterances. Because it is more
straightforward to find novel utterances in the ref-
erence chains, we used that instead of the full dia-
logues. These chains are extracted from the full di-
alogues and for each MS COCO image in the game
there is a chain. They are composed of multiple ut-
terances taken from different rounds and different
games referring to the same image. Each of these

'https://dmg-photobook.github.io/

utterances contain a description about their corre-
sponding image target from the dialogues. This
Photobook utterance-based reference chain dataset
is accessed through this link?. The total number of
utterance chains is 16,525, which contain a total
of 41,340 referring utterances. These are split into
train, validation and test sets originally in the data
with 11540, 2503, and 2482 utterances in each split,
respectively.

As shown in Table 1 we observe various novel
referring expressions such as “atari guy”, and “the
stripey cake” in the utterance chains. We formalize
different classes of these type of novel referring
expressions in Section 2, then annotate a portion
of the utterance chains by identifying novel utter-
ance segments and their classes. Then we use the
Part-of-Speech tag patterns to detect these lexical
innovations in Section 3.1.

3.1 Lexical Innovation Statistics in the
Photobook Dataset

We observe that lexical innovation happens follow-
ing semi-structured patterns of part-of-speech for
the compounding and non-structured patterns for
conversion classes. These patterns are as follows:
for compounding, multiple NOUN classes are used
consecutively; for conversion, an ADJ class or a
VERB class is used in front of multiple consecu-
tive NOUN classes. This is an empirical observa-
tion made on the available data, and it is assumed
that these patterns are generalizable across datasets
from different domains.

Counts for lexical innovation that we have iden-
tified in the Photobook dataset are presented in
Table 2. This table shows multiple characteris-
tics of the Photobook dataset in terms of lexical
innovation. It shows that the most common way
of creating novel words is by compounding. All
the noun compoundings are the most common
among all lexical innovation types. ADJ-NOUN
and VERB-NOUN compoundings are assumed to
be corresponding to the conversion type of lexical
innovation.

We annotate a small subset of the training data
(277 samples) with the lexical innovation types,
by two human experts. In this data, we identify
the presence of the segment inside the utterance
that the lexical innovation is corresponding to. To
calculate the Cohen’s x inter-rater agreement, we

https://github.com/dmg-photobook/
ref-gen-photobook/blob/main/dataset/v2.
zip?raw=true
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Lexical Innova- | Train | Test | Annotated
tion Type

2-noun 4708 | 950 78
3-noun 1072 200 32
4-noun 202 37 2
5-noun 47 9 0
6-noun 99 29 0
adj-noun-noun 2981 | 662 46
verb-noun-noun | 4471 121 14
onomatopoeia 1849 - 62
child-talk - - 0
affixation - - 0
Total count | 34903 | 7450 | 277

Table 2: Numbers of different compounding types from
the Photobook utterance chains. Annotated set is from
the training set of the corpus. Dashes mean that POS-
tag rules were not found to detect lexical innovation
automatically in the data.

select 30 utterances randomly and assign them
to two annotators. The Kappa coefficient is x =
0.76 which indicates a substantial agreement (Viera
et al., 2005).

After this annotation is complete, we run the au-
tomatic POS-tagging on this small subset. Here
we observe that majority of the lexical innovations
exist within the noun-noun compounding type. We
observe that the distribution of the 2-noun, 3-noun,
4-noun, 5-noun and 6-noun compoundings follow
a similar pattern for the train, test and the anno-
tated subset. This shows that our POS-tagging
strategy is a fast and feasible approximation of de-
tecting lexical innovations similar to human anno-
tations. We detect the onomatopoeia using a dictio-
nary extracted from the Oxford English Dictionary
by (Sugahara, 2011). After identifying these POS
statistics, we try to find a way to quantify the nov-
elty of these specific lexical innovation segments.

4 Model

Here we describe a listener model for collabora-
tive reference grounding in the presence of novel
utterances (see Figure 2). The inputs to our model
are six images, one current utterance, and a his-
tory of reference-chain utterances referring to each
of the six images, while the output is a single im-
age chosen out of the six images. We measure
our task success using accuracy and mean recipro-
cal rank (MRR) measures for image retrieval. We
also present an algorithm for lexical innovation

detection and coefficient calculation. Our code is
publicly available?.

Our model contains a modified listener module
of the Reference Resolution Model as proposed
by (Takmaz et al., 2020) 4. In the original model,
when the hypothesis utterance, u; is received by the
listener, BERT embeddings, BERT (u), are ex-
tracted for each utterance using uncased base BERT
(Devlin et al., 2019; Wolf et al., 2020) and they
are concatenated with ResNet-152 embeddings,
RESNET(I;) (He et al., 2016) of each of the im-
ages for multimodal representation. In our model,
when the hypothesis utterance is received by the
listener, we first identify whether there is a prob-
able lexical innovation in the utterance. If there
is no lexical innovation, then we run the original
listener model. If there is, then we use a separate
mechanism to rank previous rounds’ utterances and
increase the visibility of utterances that have less
novel segments to the model.

When a lexical innovation is detected in the ut-
terance, wu¢, that refers to an image, ¢, then the
model first fetches all the utterances that refer to
1 from the same game but previous rounds, which
can be represented by [u;—1, U2, ..., us_x], where
t represents the current round number, and k is the
number of maximum possible history of rounds for
that specific image, ¢. Then we use our lexical nov-
elty coefficient calculation algorithm to measure
how novel each utterance in the history, u;—,, is,
where m is an arbitrary number less than k.

The novelty coefficient calculation is given in
Algorithm 1. Given an utterance, we first run a
POS-tagger on each word of the utterance, then
find the segment of the utterance where it has
POS tags corresponding to the segment of lexi-
cal innovation. We query Google n-gram Book
database (Breder Birkenes et al., 2015; Lin et al.,
2012) for that segment concatenated with its
POS-tags (i.e. umbrella_NOUN cat_NOUN
lady_NOUN) with insensitive case-matching and
zero smoothing, resulting in a ratio, in the range
of (0,1). If there was no lexical innovation seg-
ment found then we assign it a value of 1. We
then multiply the ratio with the number of total en-
tries in the Google Books n-gram database (around
10 entries) to get an estimate count of the occur-

*https://github.com/Merterm/
lexical-innovation

*model code is retrieved through: https://github.
com/dmg-photobook/ref-gen-photobook/
tree/main/models/listener
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Figure 2: This is a simplified depiction of our multimodal language understanding model. Novelty weighing
mechanism changes the weight of the history of utterances based on their lexical novelty during the dot product
multiplication with each of the images. On the left, we have a lexical innovation coefficient calculator, which takes
the dialogue history, uﬁ_”t_ &> and the current utterance, w;, as input. It outputs coefficients, c;.. ¢, that are used
in weighing the multimodal context in the model. In our model, there are 6 history modules per image in orange
color, one utterance module in pink color, and one image picker module in green color. Inputs to the model are
the utterance, u;, history of utterances, “i...t— «» for each image 7, and six images I;.. ¢. The output is the chosen
image, I;, out of the 6 images. Intuitively, our lexical innovation module probes for the least innovative context and
increases the weight of it in companion with the novel utterance.

rences of the segment in the English book corpora.
This represents our game-independent external con-
text coefficient with a range of (0, 10'4). Then we
calculate the number of total occurrences of the
segment in the given game and round, which repre-
sents our game-only local context coefficient. We
finally calculate the novelty coefficient by adding
both external and local context. The higher the
coefficient, the less novel the utterance is.

Algorithm 1: Lexical Novelty Coefficient

Calculation

Data: u;, belonging to game g; and round r;

LI-RULES <« {2-NOUN, 3-NOUN, 4-NOUN,
5-NOUN, 6—-NOUN, ADJ-NOUN-NOUN,
VERB-NOUN-NOUN}

for each word, w;, in u; do
| tagged|w;] + pos_tagger(w;);

end

if any LI-RULES in tagged(i...i+n] then
|  segment < w;...i4n

end

rg <+ 1;

q < query_ngram(tagged, segment);

if ¢ > O then
| Tg <4

end

CE < Tg X 1014;

cr 4 count(segment, g;, r;);

return c < cg + cr;

In the original model, to pick one image out of 6

candidate images, a dot product is taken between
the multimodal representation of u; with the mul-
timodal representation of each image I; . The
multimodal representation of u, is the concatena-
tion of ResNet features of I...Ig with BERT (uy).
The multimodal representation of each image,
I;;1 = 1..6, is the summation of average of the
history of the utterances, BERT (ul_,) + ... +
BERT (ui_,)/k, with RESNET(I;).

In our model, in order to pick one image out
of 6 candidate images, we take a dot product be-
tween the multimodal representation of u; with
the multimodal representation of each image I; g,
weighed by the lexical novelty coefficient. The mul-
timodal representation of u; is again the concate-
nation of RESNET(I;)...RESNET (Ig) with
BERT (u). However, in our case, the novelty-
weighed multimodal representation of each im-
age is the summation of the novelty-weighed his-
tory of the utterances, c¢;_, * BERT (ul_;) + ... +
éi_y * BERT (u}_,), with RESN ET(I;), where
ci_, represents the lexical novelty coefficient cor-
responding to u}_;. Our model is depicted in Fig-
ure 2.

The main motivation for coefficient multiplica-
tion is to weigh the representations of different
utterances from different rounds of the game. For
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instance, if u3—which is the utterance correspond-
ing to round 3 of image 2—is “I have the two men
cutting a cake with red and white stripe”, and u?
is “I have the two men with the stripey cake”, then
¢ > ¢} as the u3 does not contain any lexical
novelty. We are giving highest weight to the least
novel utterance because it is assumed that the least
novel utterance representation is already grounded
by the model compared to the most novel, which
can guide the dot product towards grounding the

novel utterance, as well.

| Full Photobook | Only Novel
Train Test Test
ACC MRR ‘ ACC MRR | ACC MRR
ReRef ‘ 95.2 97.3 ‘ 85.3 91.2 ‘ 82.5 89.5
Ours | 976 987 | 854 921 | 853 9Ll

Table 3: This table shows the performance of the Re-Ref
model and our model on the train and test sets of the Full
Photobook Corpus and Lexical Innovation-Only dataset.
ACC corresponds to Accuracy and MRR corresponds to
mean reciprocal rank. Re-Ref model performs worse on
the lexical innovation extracted subset of the data than
the full data. Our model improves on this giving more
weight to less innovative utterances from the history of
the conversation.

5 Results

We show that our model that is aware of lexical
innovation improves on the accuracy and mean
reciprocal rank (MRR) in the image retrieval task of
choosing the target image from 6 candidate images
(see Table 3).

Here we compare our model to the Re-Ref model
introduced by (Takmaz et al., 2020). They show
that their model performs with 85.32% and 91.20%
accuracy in the test set of the full Photobook corpus.
But we identify that their model’s performance is
slightly worse for the specific subset of lexical-
innovation-only samples. As explained in Sec-
tion 3, we select the samples using the automatic
POS-tagger algorithm which contain segments that
have lexical innovations in them according to our
definition in Section 2. We show that ReRef model
has an accuracy of 82.46% and an MRR of §9.49%,
which are 3% and 2% less than the full dataset
results, respectively.

Our listener model improves on the training data
with around 2% in accuracy and MRR compared to
the ReRef Baseline. More so, our model is able to

bring up the test results for the lexical-innovation-
only subset of the corpus to the full corpus perfor-
mance levels. It improves the results by 2.8% for
the accuracy, and 1.6% for the MRR compared to
the ReRef baseline. In order to further investigate
the performance of our model and investigate the
dynamics of lexical innovation, we present qual-
itative and quantitative analyses in the following
subsections.

5.1 Qualitative Error Analysis

In this section, the authors of the paper qualitatively
observe the outputs of the novelty calculation. We
see that the majority of the time, lexical innova-
tion coefficient calculation successfully detects the
novel utterances even in complex cases of 6-noun
compounding. It is also able to detect non-novel
utterances majority of the time as well.

We give more specific analysis of different types
of qualitative phenomena we observe in Table 4.
We can also see where the coefficient calculator
does not perform as expected. For instance, one
can observe that even though the sentences contain
novel segments, the POS-tagging may select the
non-novel segment such as “black bowl” instead of
“orangy food”, resulting in a false segmentation but
correct coefficient calculation. This is still valuable
for the listener model because the coefficient cor-
responds to all of the utterance instead of just the
segment.

In certain cases, not novel segments can falsely
get low coefficients (i.e. very novel), such as
“hot dogs”. This may be because Google n-gram
database does not contain daily dialogues, and
words that are not novel in daily communication
may be absent on a book dataset, giving it a high
coefficient even though it is not externally novel.

5.2 Do Lexical Innovations Change Across
Games and Participants?

Lexical innovations can dynamically change during
different rounds in a single game, during different
games, and across different participants. Based on
these three levels we ask three questions: how do
novel words get modified across different rounds,
how do they change across different games without
considering rounds, and how do they change across
participants regardless of the games? According to
Armstrong (2016), lexical innovations exist dynam-
ically, hence it can be hypothesized that after the
game is over or even across different rounds, lexical
innovation segments may get altered. To test this
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Utterance

Segment

Novelty Coefficient

Novel &
Mis-segmented

do you have black bowl with orangy food,
bowl with white rice, 3 part tray with food?
do you have a salad in a white bowl;

salad looks like twigs with a red thing at the top...

black bowl

white bowl

1

green leafy salad with maybe red

green leafy salad

Novel & or orange item at top?
Correctly halloween cat? halloween cat 1
Segmented yes, pink rice, cat, tree, moon. pink rice 1
i have the red orange one red orange 1
Not Novel with do you have a photo of fries and 3 hot dogs? hot dogs 1
Low Coefficient black cat? black cat 1
Novel with do you have a dish on a square plate white fluffy stuff 4.03 x 106
Medium Coefficient that has broccoli and white fluffy stuff ?
do you have broccoli with the white stuff again white stuff 6.61 x 108
Not Novel with salad with glass of grape juice or wine - 10
High Coefficient i have a picture with fries and three subs - 10
Both Novel & bowl of red V.egetable next to loaf i 1014
of bread on kitchen table?
Non-Novel
. bowl of red veg next to loaf of bread red veg 1
with . .
Different Scores a lunch box with 4 different colored comparents colored comparents 1
i have the lunchbox with the four compartments - 10
Typo largew hite square plate, with broccoli and rice etc  largew hite square 1

Table 4: This table shows different utterance examples and how the lexical innovation calculator module scores them
for error analysis purposes. There are several classes of scoring and utterance pairs. First rows show differences in
segmentation performance and how it affects the scoring. Next rows show how the novelty affects the score and
finally an example with a typo is given. Here, higher score means less novel, as the novelty coefficient corresponds
to a count of the word in the Google n-gram database and the previous dialogue context. Minimum score is 1, and

the maximum score is 1014,

hypothesis, we both qualitatively and quantitatively
analyze the data. We list the lexical innovation seg-
ments that are found in our annotated data, then we
cross-check the exact segment in our full dataset of
utterances.

We find that lexical innovations re-occur in other
games 22.2% of the time (267 different game
re-occurrences out of 1203 lexical innovation re-
occurences in the annotated dataset). This shows
that same lexical innovation can be used multiple
times across rounds and games. In Table 5, we
present lexical innovation segment examples to ob-
serve their dynamic behavior across rounds and
games. For instance, “white lap” re-occurs in dif-
ferent rounds of game number 744, 10.6% times
out of all its re-occurrences. This shows that across
different rounds, participants come back to the ex-
act same lexical innovation segment. This is statis-
tically significant with p = 0.0008 and t = 9.1259.
We measure the significance using one sample t-
test between the hypothetical uniform distribution

mean of 1.52 of and the actual distributions across
the games.

Lexical innovations from the annotated set re-
occur 13.9% (167 same photo re-occurrences out of
all lexical innovations re-occurrences) times when
the picture is the same. Hence, different partici-
pants looking at the same picture can come up with
the same lexical innovation even across different
games. As an example, if we look at the same-
photo re-occurrence probability of “choc cake”, we
see that 50% of its re-occurrence happens in games
with the same photo, but with different participants.

On the contrary, participants can also converge
to different lexical innovations when the game
changes or after different rounds. For instance,
in game 1140, participants can converge to “wii lap
showing feet guy”, then converge to “point of view
wii remote” in another game. In another game, in
round 3 participants converge to “feet up gaming”
while in round 5 they re-converge to “close up wii
remote guy”. This shows that the durability of
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. In-Game Same-Photo
Lexical Game
Innovation D Re-Occurrence Re-Occurrence
Probability Probability
702 0.333% 0.167%
choc cake 635 0.111% 0.278%
1900 0.167% 0.500%
1903 0.111%
2433 0.091¢ 0.409%
) 1716 0.076% 0.136%
white lap
1346 0.061t 0.061%
2484 0.091% 0.242%
744 0.106F 0.061%
. 1502 0.081F
salvation
army 1520 0.054+ 0.973
truck 1799 0.081+
2092 0.081F
weird
looking 559 1.000 1.000
5 wheeled ’ ’
black bike
wii lap
showing 1140 1.000 1.000
feet guy

Table 5: This table shows the number of re-occurrences
of some lexical innovation examples that were identified
during annotation. In-game re-occurrence probability
is the count of lexical innovation in the game with the
given ID, divided by the number of total re-occurrences
in all the annotated data. Same-photo re-occurrence
probability is the count of the lexical innovation seg-
ment referring to the same photo divided by the number
of total re-occurrences in all the annotated data. (5: sta-
tistically significant results with the power of p<0.001,
i1: significant results with the power of p<0.1)

novel utterances is dynamic, as some lexical inno-
vations are easy for people to converge to and stay
attached to even across rounds and games while
some lexical innovations can dynamically vanish
once the image or game is gone.

5.3 Do Participants Converge to Shorter
Lexical Innovations?

People tend to converge to lexical innovations over
the course of the dialogue in two different ways:
either long and complex compoundings, or short
and simple compoundings. Here we explore how
these are distributed in our data. We observe that
complex or lengthy lexical innovations that are 4
to 6-noun compounding do not re-occur in the data

at all. These type of complex lexical innovations
happen 46.9% of the time (130 out of 277 utter-
ances) in the annotated dataset. We explain this
phenomenon further with examples from Table 5.
“weird looking 5 wheeled black bike” has an in-
game re-occurrence probability of 1, which means
that it only occurs in game 1339 once and never
again in the data. This is because it is long and
specific. For “wii lap showing feet guy”, the partic-
ipants converge to that lexical innovation in round
5 of the game, but it never exists in any other game.
This shows the ephemeral nature of long and spe-
cific lexical innovations.

We observe another phenomenon in which par-
ticipants converge to simpler and shorter lexical in-
novations as they continue to future rounds. In the
annotated dialogues with lexical innovation, 51.8%
(28 games out of 54) of the games converge from
more than 5-token description of the object to 2 or
3-noun compounding lexical innovation after mul-
tiple rounds. This shows that participants converge
to shorter lexical innovations as an establishment
of common ground.

6 Discussion & Conclusion

We introduce a language understanding model that
is able to probe both previous dialogue context and
the external context for grounding novel utterances.
The proposed model performs better particulary
on the subset of the data that includes lexical in-
novations. Due to the nature of the task, users
tend to come up with similar “novel” segments.
Hence in the end, task-specific models which just
memorize the vocabulary can perform just as well
as a lexical-innovation-aware model. Also, as is
shown in Table 2, it is difficult to find POS rules for
lexical innovations, and some lexical innovation
types such as child-talk do not exist in our chosen
multimodal dataset, which requires further data ex-
ploration. Exploring other multimodal dialogue
corpora is left for future work.
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