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Abstract
In this position paper we argue that a con-
ception of linguistic competence and conver-
sational abilities that would fulfil the aims of
Artificial General Intelligence cannot remain
characterised as a static system of patterns in-
duced from disembodied textual data. Instead,
it should be modelled as a continuous, active,
and interactive learning process. This is in
line with the metaphysical and cognitive as-
sumptions of Interactivism regarding the fun-
damental status of processes, as well as dis-
tributed cognition perspectives which argue
that language does not reside in individual
minds, brains, or bodies but is “spread out”,
embedded, and distributed in the available mul-
timodal interactions with the environment. We
show the usefulness of the formalism of Dy-
namic Syntax with Type Theory with Records
(DS-TTR) in modelling dialogue to this end.

1 Introduction
Until recently, internalistic and static accounts

of cognition have been the mainstream position in
cognitive science and philosophy. However, dy-
namic accounts are now on the rise (Noë, 2004;
Bickhard, 2009; Seibt, 2018; Manzotti and Chella,
2018, a.o.) alongside a growing interest in pro-
cess metaphysics, substantiating the intuitive phe-
nomenal idea of a dynamic, ever-changing real-
ity while further justification is provided by recent
relational interpretations of quantum mechanics
(Laudisa andRovelli, 2021) and category-theoretic
results in mathematics (e.g. the Yoneda lemma,
see Bradley et al., 2021). Moving away from the
computational theory of mind with brain-internal
representations and computations, current theories

also argue that body–world interactions is what
should be taken to constitute cognition (see, e.g.
Hutchins, 1995).
In contrast, the idea of human language knowl-

edge as an abstract and static system still under-
pins much work in theoretical linguistics, as well
as language model architectures underlying recent
impressive advances inNLP andAI (such as BERT
(Devlin et al.), GPT3 (Brown et al., 2020) and their
multimodal analogues e.g. ViLBERT (Lu et al.,
2019), LXMERT (Tan and Bansal, 2019), Imagen
(Saharia, 2022), DALL-E 2 (Ramesh et al., 2022),
Gato (Reed et al, 2022) a.o.). The same view has
been taken in computational dialogue modelling
across the board, which retains the idea of hu-
man language knowledge as an autonomous and
static system state. This system reconstructs hu-
man thought and communication as underpinned
by module-internal rules and representations of a
grammar and a lexicon enriched by some theory of
mindmodule to explain performance. It is then nat-
ural to suggest that the system can be learned from
static, disembodied textual data, and used for vari-
ous downstream tasks after suitable fine-tuning.
Models implemented under this perspective

have achieved great success in tasks that depend on
reproducing patterns of very limited interactions
with their environment (e.g., predicting upcoming
input text), which allows learning of patterns of
relationships among words. However, most re-
searchers now concede that we have reached a
point of diminishing returns (Bender and Koller,
2020). The constant increase of scale in amounts
of data, computational resources, and parameters
that are now required for minimal progress is un-
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sustainable both environmentally and due to the
complexity of “black box” ‘foundational models’
(Bommasani et al., 2021). This results in lack of
trust and confidence by users and the public due
to the inscrutability and unexpected behaviours of
current systems (see, e.g., Molnar, 2022).
As an alternative, we argue that language that

fulfils the aims of AI and full artificial general in-
telligence (AGI) cannot be characterised as a static
system of patterns induced from data as the re-
sult of learning but remaining unchanged during
moment-to-moment (incremental) interaction with
the user. Instead, language needs to be itself char-
acterised as a continuous, active, and interactive
learning process. This means that constant change
and adaptation is what sustains any stable organisa-
tion we might detect during snapshot observations.
This is in line with distributed cognition perspec-
tives which argue that language is a system prop-
erty that does not reside in individual minds, brains
or bodies but is “spread out”, embedded and dis-
tributed in the available multimodal interactions
with the sociomaterial environment (cf also the
Vygotskian robotics perspective e.g. Mirolli and
Parisi, 2011).
One particularly acute symptom of the miscon-

ception of language as a static, representational
system is that progress in creating natural interac-
tions in conversational AI (aka ‘dialogue systems’)
has plateaued. End-users of such systems have ex-
pectations of naturalness, intelligence, flexibility,
and robustness to error, regularly leading to dis-
appointment and frustration (Moore, 2017; Clark
et al., 2019; Chaves and Gerosa, 2021; Luger and
Sellen, 2016; Fischer et al., 2019). Large-scale
end-to-end neural architectures (e.g. Wolf et al.,
2019) display impressive capacities in terms of
producing fluent immediate responses, but do not
adequately capture human capacities in learning
appropriately adaptive incremental conversational
behaviours. Often such systems neglect the overall
coherence of a situated dialogue setting thus lack-
ing consistency with respect to the longer history
of the dialogue and its future prospects with respect
to achieving some goal (see e.g. Li et al., 2020;
Vinyals and Le, 2015; Shang et al., 2015; Sordoni
et al., 2015). As a consequence, today’s conversa-
tional AI systems do not possess the strategic and
embodied skills to negotiate the ambiguity, vague-
ness, and nuances of human-human conversation,
and thus cannot learn and adapt to new people,
tasks, and situations.

In this respect, critics of deep learning and cur-
rent AI constantly point out that what is missing
from such models is some notion of “semantics”
to be articulated independently from the level of
“forms”, which is what is supposedly captured by
such models (see, e.g. Bender and Koller, 2020;
Bender et al., 2021). However, this criticism is
only valid if it is taken for granted that there is such
an objectively defined separation, i.e., form vs
meaning, and, moreover, that AI systems of what-
ever variety are all meant to operate independently
as autonomous cognitive agents. Alternatively,
from the perspective of seeing language as a con-
structivist sociocultural process, form and function
do not have to be distinguished but both of them
can be seen as human abstractions of the epiphe-
nomenal effects of underlying processes. Process
organisation is what constitutes ‘form’ but such or-
ganisations are inherently functional. Given that
processes interact and self-organise with emergent
results at various levels (Bickhard, 2021), the au-
tonomy of AI and NLP systems does not have
to be taken as an all-or-nothing issue but as gra-
dations of autonomy and independence depend-
ing on the purposes of use and the abilities of
the agent. Unlike Piagetian constructivist views
of human development, which arguably resem-
ble the construals of current foundational models’
learning regimes, Vygotskian cognitive robotics
approaches to higher-level cognitive skills empha-
sise the ‘internalisation’ of social processes within
individual minds transforming interpersonal pro-
cesses to intrapersonal operations (e.g. Mirolli and
Parisi, 2011, cf. Bruineberg and Rietveld 2019).
This approach retains the primacy of the organ-
ism’s interaction with the sociomaterial environ-
ment as the unifying factor of the relevant proces-
sual (self-)organisation while also accounting for
autonomous performance. From this perspective,
a language model that is taken to solipsistically re-
ceive and process inputs similarly to an isolated
“brain-in-a-vat” does not provide an adequate basis
for expecting human-level performance. However,
text-to-image systems like DALL-E 2 and Ima-
gen or generalist systems like GATO (Reed et al,
2022) that connect language with another modal-
ity like vision and operate across various tasks
are a first demonstration that convincing linguistic
performance is not due to an autonomous knowl-
edge system performing “linguistic” tasks in isola-
tion. Instead, the processes that constitute the lin-
guistic organisation of a system, whether human-
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human, or ‘human-in-the-loop’, comprise a mode
of perception/action that structures the phenome-
nal world for other modalities deriving the social
co-constructive nature of cognition. Thus mov-
ing towards more realistically embedded language
models, implemented through artificial agents that
interact more and more autonomously but under
the normative forces imposed by the sociomaterial
environment, sustains the possibility of eventually
developing artificial general intelligence (AGI).
In this position paper, we set out the challenge

of language as process (Gregoromichelaki, 2018;
Gregoromichelaki et al., 2019, 2020b,a), rejecting
the separation between form and meaning, syntax
and semantics/pragmatics, or structure and func-
tion. We then reflect on the effects of incorporating
the process of establishing coordination in social
interactions into the core of the model itself.

2 The inadequacy of code models and
Gricean mechanisms

Human communication is often characterised
under the ‘code model’, namely, as one agent en-
coding and transmitting a message (the ‘sender’)
to be decoded by another agent (the ‘receiver’).
This is an instance of the ‘encodingism problem’ in
cognitive science as identified by (Bickhard, 2009)
a.o. Successful communication is characterised as
the hearer correctly discovering some preformed
message which the speaker intended to convey.
This basic assumption underlies most psycholog-
ical and pragmatic theories of interaction includ-
ing the Interactive Alignment Model (Pickering
and Garrod, 2004), Gricean pragmatics and Rele-
vance Theory (Sperber and Wilson, 1995) which
assume an underlying literal meaning enhanced by
context-specific pragmatic inferences to uncover
the speaker’s intention. But this approach has
failed spectacularly to account for the complexity
and subtlety of sense-making in human interaction
(see e.g., Rączaszek-Leonardi et al., 2014; Fowler
and Hodges, 2016).
This failure is because the actions of participants

in dialogue form a system of coupled components
(see e.g., De Jaegher and Di Paolo, 2007) so that
feedback mechanisms, like constant error indica-
tion and adjustment, are crucial for the stability,
maintenance, and self-organisation of the system.
Given the moment-by-moment possibility and pre-
cariousness of action coordination, participants do
not need explicit representations of their own or

others’ mental states, and nor do they need to con-
verge on a shared ‘code’ or criteria of success.
Instead, their conceptions and contributions need
to be complementary to sustain a social practice
whose normative character is defined externally
to their own private or explicit rationalisations of
their behaviour.
Rethinking our conception of successful com-

munication away from shared codes puts the flexi-
bility and dynamism of natural language (NL) at
the heart of communication. As Healey et al.
(2018b) state “[i]nstead of thinking of effective
communication as formulating a “perfect” mes-
sage, it becomes about finding optimal ways to
uncover and address misunderstandings” (see also
Healey et al., 2018a). We go further, and do not
characterise these practices as uncovering ‘misun-
derstanding’ or ‘miscommunication’, terms which
suggest that they are in opposition to some com-
mon understanding or common ground. Instead,
we characterise successful coordination (i.e. sys-
tem self-organisation, rather than “communica-
tion”) as the local, incremental accommodation of
inevitable and necessary perturbations in the emer-
gent formation of a complex dynamical system en-
abling people’s contributions to larger social or-
ganisations that constitute their ecological niche
(‘form of life’).
From a psychological perspective, the rapidity

and high incrementality of turn-taking exchanges
in dialogue (Levinson and Torreira, 2015; Sacks
et al., 1974) shows that intractable exhaustive rea-
soning about some optimal local outcome is not
what participants aim for (cf. Frank and Goodman,
2012). Instead, practices of navigating through,
and local adjustment to, an incrementally evolv-
ing landscape of affordances (Rietveld et al., 2018)
provided by the ecological niche and participants’
own actions, enable the forms of distributed cogni-
tion observed in dialogue (e.g. Dingemanse, 2020).
Transferring this insight to the domain of lan-

guage technology, this assumption partially ex-
plains the limited success of language models in
mimicking many aspects of human performance
in dialogue, especially when it comes to coordina-
tion and adaptation. We attribute the substantial
current shortcomings of such models to the lim-
ited variety of data they are exposed to, lack of
the ability to actively interact with the data (cf. Li
et al., 2017; Lewis et al., 2017), lack of feedback,
lack of physical embodiment (see e.g. Pustejovsky
and Krishnaswamy, 2021), and lack of a system
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of values (normativity) engendered through some
moral framework (Hodges, 2022). We suggest that
progress in modelling human dialogue and conver-
sational AI requires a radical reconception of NLs
as mechanisms for (inter)action.
Affordances and repair Under our interpreta-
tion, affordances are publicly available resources
which trigger motivations for action within agents
(solicitations, e.g. Dreyfus, 2013). Affordances
are not, as standard, simply properties of the en-
vironment or agent-internal mechanisms (cf. Bick-
hard, 2009). Rather, they are relations between
agent abilities and what the current sociomaterial
environment makes available. This means that
the shifting set of affordances in dialogue con-
cerns the collective potential of the interactants,
rather than individual perspectives whose mesh-
ing needs to be explicitly negotiated/represented.
Interlocutors thus acquire a joint perspective as
long as they operate as a system with autonomous
self-organisation underpinned by prediction error
minimisation (as modelled within the Free Energy
Principle framework in its ecological/enactive in-
terpretation, e.g., Bruineberg et al., 2018; Kiver-
stein et al., 2022). The local and shifting land-
scape of affordances and the state and abilities of
the agents involved determine at eachmoment a de-
marcated ‘field of affordances’, i.e., a subset of the
landscape of affordances that are perceived as rel-
evant by the agents. This provides for a joint con-
ceptualisation of the current action potential with
minute adjustments at each subsentential stage re-
sulting in the appearance of planned rational ac-
tion at the macro-level. It also removes the need
to define propositional structure substitutes to ac-
count for partial ‘situation convention’ transforma-
tions (Bickhard, 1980, forthcoming). Additionally,
rather than modelling repair of intention recog-
nition failures as phenomena in (1) and (2) are
standardly characterised, this externalist and dis-
tributed perspective aims at modelling the strate-
gically introduced public intention co-construction
through the affordances of so-called ‘repair mech-
anisms’ (see also Haugh, 2008; Haugh and Obana,
2015; Arundale, 1999):

(1) (a) A: so …umm this afternoon …
(b) B: let’s go watch a film
(c) A: yeah

(2) (a) A: I’m pretty sure that the
(b) B: programmed visits?
(c) A: programmed visits, yes, I think they’ll have
been debt inspections. [BNC KS1 789-791]

3 Form, meaning, and interaction
Looking at single individuals out of context,

there are unlimited degrees of freedom available
for realising action opportunities, which leads to
intractability, especially in Gricean models where
coordination is modelled as recursive mindread-
ing. This limitation can be overcome by concep-
tualising conversational interaction as process or-
ganisation into a coherent system: when agents
become coupled and subsumed under an emer-
gent sociocognitive system, degrees of freedom
are severely restricted due to the top-down con-
straints exercised on individuals to perform their
particular role in the achievement of joint action
(e.g. Deacon, 2011). This helps to locally con-
strain individual choices, without individuals hav-
ing to necessarily conceptualise such choices or
build matching models of reality inside their own
heads (i.e. with the world taken to be its own “best
model”, (e.g. Brooks, 1990; Hutchins, 1995).
Mismatches in skills and information are neces-

sary ingredients of such an emergent process of co-
ordination and complementarity in action. While
compatibilities between participants act as a chan-
nel for smooth, automatic navigation of aspects
of a shared space of action opportunities (affor-
dances), they also form the background for re-
vealing divergences. These divergences constitute
sources of scaffolded learning and thus require at-
tention and work to sustain the interaction. The
prerequisites and presuppositions of the interac-
tion thus become “present-at-hand” (Heidegger in
(Dreyfus, 1990)) and constitute sources of learn-
ing and development by “educating the attention”
(Gibson, 1966) of agents allowing them to differen-
tiate novel opportunities or threats in their joint en-
vironment. Divergences trigger ‘solution probing’
processes, where the interlocutors attempt to reori-
ent the trajectory of the joint action towards its in-
crementally emerging joint goals. At these points,
aspects of the interaction regarding what is “ap-
propriate” in that particular sociocultural practice
(social normativities) become available as experi-
ences and training for the individual participants
who are in this way enabled to learn and develop
their skills through interactions scaffolded by the
relevant practices and other agents’ abilities and
guidance (see, e.g. Steffensen et al., 2016).
Data from human-human dialogues, such as (3),

provides evidence that participants can fluently in-
teract, with emergent coordination, despite the fact
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that conversational exchanges are superficially full
of “fragments”, non-linguistic signs, disfluencies,
and non-verbal signals such as gestures and gaze:

(3) 1. J: Can you think of any catalysts?
2. A: Er is it potassium permanganate?
3. J: <unclear>
4. A:What
5. J: Pla <pause> a duck billed
6. A: Pardon?
7. J: A duck billed
8. A: Platypus.
9. J: And it’s not platypus it’s <pause> sounds like

a type of pen.
10. A: Platinum.
11. J: Right, platinum. [BNC; FMR 728-737]

As seen here, units of meaning are co-created in-
crementally (Gregoromichelaki et al., 2013; Kemp-
son et al., 2016) by multiple interlocutors using
incomplete utterances (e.g. line 7 – Purver et al.,
2011), with phenomena such as cross-person com-
pound contributions (where one person continues
another’s utterance, as in lines 7 and 8 – Lerner,
1991; Howes, 2012), repairs (e.g. the clarification
requests in lines 4 and 6 – Sacks et al., 1974;
Purver, 2004), and disfluencies (e.g. the pause and
restart in line 9 – Hough, 2015) – seen as ‘perfor-
mance errors’ in traditional linguistics – crucial in
the co-construction of meaning.
In (3), a chemistry tutor (J) prompts a student

(A) to answer the question in line 1, illustrating
the divergence and convergence complementarity
that is key to driving dialogue forwards. The so-
cial roles of teacher and student constrain the way
in which their several responses are interpreted and
this interplay and meshing of factors belies distinc-
tions such as form vs meaning, communication vs
thought or speaker vs listener. From a standard in-
dividualistic perspective, one can characterise the
exchange as indicating that from J’s perspective,
A’s response in line 2 diverges from the expected
answer. A finally produces the expected answer
(thus demonstrating convergence with J’s expecta-
tions) in line 10. This is a valid way of describing
the process and could be how a single participant or
observer might rationalise or abstract the dialogue
process into a narrative that they construct post hoc.
This meta-perspective is arguably the one that pre-
vailed in the construction of dialogue systems (e.g.
Kopp and Krämer, 2021) in the era before end-to-
end statistical models.
However, this view neglects the fact that both

participants operate in a context (a ‘teaching con-
text’) that imposes normative constraints in what

their actions should be as they perform the roles
assigned to them by the sociocultural convention:
there are no ‘teacher’ or ‘student’ roles outside this
socially-afforded context. This is not necessarily
a conceptualisation that is explicit in any individu-
als’ real-time consciousness but it is an effect of the
‘habitus’ (a set of embodied dispositions, solicita-
tions, e.g. (Dreyfus, 2013), or effectivities (Turvey,
1992)) that agents have acquired through encultur-
ation. The characterisation of the interactive poten-
tial here is similar to Bickhard’s ‘situation conven-
tion’ with the difference that it is not grounded ex-
clusively through the participants’ internal under-
standing or awareness. The practice is enabled out-
side the agents’ brain processes to constitutively in-
clude extended temporal, material, and spatial pro-
cesses converging in the interaction. In its turn, the
process organisation that constitutes the practice
constitutes the participants’ (temporary) identities
and the action possibilities afforded to them.
The exchange of information in the sense of ‘se-

mantic information’ assumed in model-theoretic,
denotational, or referential semantics is not the pur-
pose of the interaction. Neither are Gricean or Neo-
Gricean norms relevant in the sense of trying to
figure out a speaker’s communicative and infor-
mative intention. Instead, the task, or language
game, here seems very similar to the elicitation
tasks that current ‘foundational’ models are con-
fronted with: sometimes they are required to com-
plete a NL prompt given some additional context,
or to produce an image by taking advantage of their
experience with ‘forms’ of text and images that
they have sifted over and compressed in their pa-
rameters and architecture (cf. Marcus, 2022). The
functioning of these form-based results is then to
be normatively determined within the overarching
language game, which for foundational models is
set by human users, thus minimising the agential
properties of the models.
In the current case, the overarching goal is set

by J and A’s agency is minimised in the sense
that A’s responses are normatively judged as ap-
propriate by J. From J’s perspective, A’s response
in line 2 does not achieve the joint normative goal
of the student-teacher context which A finally pro-
duces in line 10, namely, to enable A to respond
appropriately when the situation requires retrieval
of the type of elements that can be characterised as
‘catalysts’. The naming word here (catalyst) has
both linguistic and non-verbal affordances that are
both targeted by the tuition. Inability to proceed
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is explicitly conveyed by A’s clarification requests
which act as signals for J to produce prompts prob-
ing A’s knowledge of word forms to induce the an-
swer. After a cue in line 5 fails to elicit the required
convergence, J exploits the predictability induced
by the compound noun phrase duck-billed platy-
pus to get A to produce the first syllables of the
answer to the original question. Of course, J’s pur-
pose is not to just entrench word form associations
with the word catalyst in A. Instead, it is taken
for granted that the signs (forms) constituting the
words have action implications for the constitution
of A as a capable agent with respect to chemistry.
Form and meaning then, or ‘natural meaning’ and
‘non-natural meaning’, are not separate categories
but abstractions that in reality stand for qualita-
tively similar and interrelated processes within or-
ganisations of networks of affordances (Bickhard
forthcoming cf. Skyrms, 2010).
Both participants’ actions are subsumed un-

der the context-specific normative perspective that
their actions be relevant to the elicitation of some
particular answer to the question posed by J, with
both operating as a coherent system performing
complementary actions towards that goal and com-
pensating for each other’s failings to contribute ap-
propriately. This management of the divergent and
convergent contexts is incrementally and locally
managed, with a hierarchy of joint goals and sub-
goals emerging opportunistically. J and A can only
have probabilistic expectations as to what they are
required to do moment-by-moment and have to
correct and adjust their performance based on the
feedback received.
In this dialogue, there is an asymmetry between

the speakers, as J is both the expert, and more
powerful than A. In fact, this asymmetry is en-
demic, diagnostic of not just all child/adult (Du-
veen and Psaltis, 2013; Kunert et al., 2011) or
expert/non-expert exchanges (Lu et al., 2007; Pil-
nick and Dingwall, 2011), but all interactions. Dif-
ferences in experiences, cultural background, indi-
vidual physiology and social communities all con-
tribute to differences in our language use, meaning
that we never share the “same” language as any-
body we nevertheless successfully interact with
(Clark, 1998). This raises an important practical
question: How can we communicate successfully
when individual differences in language use are
not the exception but the norm?
We believe that the answer to this question relies

on reconceptualising NL grammars as modelling a

set of skills for interaction relative to social prac-
tices (Gregoromichelaki et al., 2019, 2020b), in
common with distributed language models (Cow-
ley, 2009) and the dialogical perspective (Linell,
2009) but within a formally articulated architecture
that lends itself to implementation. We now sketch
such a model.

4 DS-TTR
DS-TTR (Purver et al., 2010, 2011; Hough,

2015) is a system that combines the dynamic logic
(PDL) architecture of Dynamic Syntax (DS, see
e.g., Kempson et al., 2001; Cann et al., 2005)
with probabilistic versions of Type Theory with
Records (TTR, Cooper, 2005, forthcoming). TTR
types are interpreted in DS-TTR in dynamic terms
as affordances (Gregoromichelaki et al., 2019,
2020b; Eshghi et al., 2022), that is, type names
are triggers for sets of PDL actions, just as syn-
tactic/semantic categories in DS are labels for tree-
building actions. Actions are expressed as prob-
abilistically licensed transition events among the
states of a dynamic system – see Fig. 1 where out-
going edges/actions from each node form a learn-
able (Eshghi et al., 2013) probability distribution
conditioned on the current state. DS-TTR is thus
articulated in terms of conditional and goal-driven
actions whose accomplishment either gives rise
to expectations of further actions, tests the envi-
ronment for further contextual input, or leads to
abandonment of the current strategy due to its un-
viablity in view of more competitive alternatives
(see Fig. 1). Words, morphology, and syntax are,
in this way, all modelled as indicators of opportu-
nities for (inter-)action (Gregoromichelaki, 2018;
Gregoromichelaki et al., 2019, 2020b,a). Partici-
pants’ opportunities for action and their perspec-
tives are modelled in a unified model of the whole
system. Interactions aremodelled as incrementally
opening up a range of options so that selected al-
ternatives can be pursued either successfully or un-
successfully: even though a processing path might
be initially highly favoured, it might nevertheless
lead to an impasse so that processing is aborted and
backtracking to an earlier state is required (Sato,
2011) due to the changing conditions downstream.
As Fig. 1 shows, edges correspond to DS ac-

tions; and nodes correspond to states defined by
their predictive potential for further actions. How-
ever, one might also take a coarser-grained view
of the DAG with edges corresponding to words
(sequences of computational actions followed by
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T0

T1

Intro (0.8)

T2

Pred

T3

Link-Adj (0.05)

T4
*-Adj (0.15)

T5

john

abort

T6
john

“john”

T7

Thin
T8

Comp
T9

Pred

T10

Link-Adj

T11

Thin
T12

Comp

T13

likes

abort

abort

“likes”

Figure 1: DS-TTR parsing as a Directed Acyclic Graph (DAG): actions (edges) are probabilistic transitions between
partial trees (nodes).

a single lexical action) rather than single actions,
and dropping abandoned parse paths (see Hough,
2015, for details).
On this view, DS-TTR parsing or generating

a string of words or non-verbal tokens, induces
some organisation of a state space of activity pos-
sibilities in combination with top-down actions
ensuing from preexisting skills and dispositions
of the participants involved (the ‘grammar’) (cf.
Zadrozny, 2020). This either transforms the exist-
ing state space, adds new structural organisation
to it, or removes existing paths through it. At
each stage, a ‘pointer’ (♢) determines the local
point of modification; and locally, the immediate
path trajectory moves through a tree-shaped state
space with nodes as states traversed by means of
constraints expressed by the modal operators (e.g.
⟨↓⟩, ⟨↑⟩, ⟨↑∗⟩ ) of a modal tree logic (the Logic
of Finite Trees; LOFT: Blackburn and Meyer-Viol,
1994) expressing topological relations among cur-
rent or future anticipated (i.e. predicted) nodes.
The tree-shaped organisation of local processing
trajectories reflects the conceptualisation structure
induced by the unfolding utterance in terms of
function-argument articulations. More globally,
the state space is presented as a directed acyclic
graph (DAG) that records possible paths of actions
in a landscape defined by what the grammar, act-
ing as a controller of the normativity pertaining to
linguistic actions, allows as predictions of future
interaction possibilities. The context required for
processing various forms of context-dependency
is the path searches provided by the DAG, aug-
mented by affordances pertaining to the ‘form of
life’ (e.g. Bruineberg et al., 2018) within which the
interaction takes place.
Given the basic property of predictivity that sus-

tains the DS-TTR mode of explanation of linguis-
tic phenomena, the task confronting a DS-TTR
learner is similar to the self-supervised language
modelling task and even closer to current Rein-
forcement Learning (RL) architectures. Eshghi
et al. (2017a,b) show how this idea can be imple-
mented in narrow dialogue domains, where DS-
TTR action policies are learned through explor-
ing environmental contingencies (affordances) and
acquiring skills in predicting suitable trajectories
within the evolving landscape of affordances via
RL methods. Hence, an induced DS-TTR gram-
mar can be seen as a generative model capturing
the interaction potential of a situational context,
the latter including agents and sociomaterial con-
structs as in distributed cognition research.

5 Modelling feedback in DS-TTR
Given these inherent properties, DS-TTR has

lent itself particularly well to dialogue modelling
and analysis of dialogue phenomena within a uni-
fied architecture. Dialogue is modelled as the in-
cremental and interactive composition of action
sequences triggered by words either from oneself
(in production) or an interlocutor (in comprehen-
sion) in an incrementally evolving context, the
DAG past or future defined trajectories constitut-
ing the context, enabling unitary explanations of
ellipsis (Kempson et al., 2015), self-repair (Hough
and Purver, 2012; Hough, 2015), split utterances
(Howes et al., 2011; Howes, 2012; Kempson et al.,
2016), clarification requests (Gargett et al., 2009;
Eshghi et al., 2015) and other feedback (Howes
and Eshghi, 2021). In particular, it provides a basis
for modelling backchannels (indications of agree-
ment) vs clarification requests (overt indications
of needing further development to enable agree-
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Utterance Context After Utterance

A: The doc-
tor

q♢
S 0 S 1 S 2

The doctor

B: mhm
♢q

S 0 S 1 S 2

The doctor

A: he exami-
ned me

♢ q
S 0 S 1 S 2 S 3 S 4 S 5

The doctor he

examined

me

Figure 2: Backchannels as coordination pointers’move-
ment in Interaction Control State-space (ICS)

ment), extensions vs corrections, hence ‘repair’,
all as complementary procedural mechanisms for
managing the types of transformations induced
moment by moment in the ever evolving DAG
space. As Eshghi et al. (2015) show, ‘grounding’
(the integration into the context of feedback) in
a dyadic dialogue can be captured by including
the perspective-relativisation of affordances: the
DAG is augmented with two coordination point-
ers, the self-pointer, q, and the other-pointer, ♢,
marking the points up to which the dialogue partic-
ipants have each grounded the material. We dub
this augmented context DAG, the Interaction Con-
trol State-space (ICS) - see Fig. 2.
Any utterance causes ICS pointer movement,

and interlocutors each have their own ICS paths
which can diverge, and re-converge as a result of
clarification interaction and repair processes more
generally. The self-pointer, q, on participant A’s
ICS tracks the point to which A has given evidence
for reaching. The other-pointer, ♢, trackswhere the
other participant, B, has given evidence for reach-
ing. For example, an utterance produced by A will
move A’s self-pointer on their own ICS to the right-
most node of their ICS; on B’s ICS, it is the other-
pointer that moves to the same location. On this
model, the intersection of the path back to the ICS
root from the self- and other-pointers is taken to
be grounded, with the effect that parse or produc-
tion search within this grounded pathway is pre-
cluded, thus removing the computational cost asso-
ciated with finding alternative interpretation path-
ways, as well as formally explaining how conver-
sations move forward.
This model has been shown to account for

backchannels (Fig. 2), clarification interaction,
and other-corrections (Eshghi et al., 2015; Howes
and Eshghi, 2017, 2021). Clarification requests
cause branching on the ICS, where the current path
is abandoned and another branch constructed – a

subsequent response plus the acknowledgement of
this response eventually realigns the two coordi-
nation pointers, and the interlocutors’ ICSs as a
consequence (see Eshghi et al., 2015; Howes and
Eshghi, 2021 for details). By contrast, backchan-
nels and utterance continuations do not create new
branches, but move the other-pointer forward on
the current path.

6 DS-TTR in alignment with process and
relational models of cognition and
reality

DS-TTR and Interactivism (Bickhard, 2009,
and elsewhere) share a lot in common. Both em-
brace the claim that the underlying foundation of
linguistic theorising has to be reconsidered to a per-
spective that embraces the action-grounding and
process metaphysics that standard representational
frameworks have obscured. In this view, action dy-
namics are primary with processes being the most
fundamental individuals (Seibt, 2018). Language
processing is thus seen in both frameworks as trans-
formation of a landscape of affordances (in DS-
TTR terms) instead of decodings of denotational
contents augmented by Gricean reasoning.
The two paradigms are thus strikingly congru-

ent, yet they diverge in some respects. While
agreeing that language is the fulcrum between
what is mind-internal and -external, they diverge
in the interpretation that they attribute to the pro-
cess organisations that they invoke. The Bickhard
view posits agent-internal representations (through
apperceptions) as a necessary intermediate level
of process in order to define error detectable by
the agent. This is a crucial assumption for ground-
ing Bickhard’s notion of ‘representation’, albeit
in non-standard dynamic terms. But from the
DS-TTR point of view, this seems to presup-
pose that an agent has access only to its own
dynamic mechanisms and processes, even when
the agent is embedded in an overarching organi-
sation like the one captured in a DS-TTR DAG.
Thismeans that the brain-internal perspective dom-
inates the grounding of ‘representation’ even in
such a ground-breaking dynamic model like the
Interactivist model. In contrast, DS-TTR is more
compatible with forms of radical realism, which
construe the very existence of the objects of phe-
nomenal experiences, including minds and lan-
guages, as products of interactions (e.g. Manzotti
and Chella, 2018, cf. Laudisa and Rovelli, 2021;
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Adlam and Rovelli, 2022 ), hence eliminating the
need for a separate notion of mind-internal repre-
sentations, without excluding them of course in
certain circumstances. On this view, affordances
are truly relational, generated and realised within
distributed systems comprising multiple agents
and within-agent levels. As in various forms of en-
activism, social NL behaviours are understood as
practices, with their normativity underpinned by a
set of conditional actions (the ‘grammar’) induc-
ing ongoing emergent flows that can be approx-
imated, in more individualistic, abstract, and de-
tached terms, as the often-studied notions of con-
text, content, intentions, speech acts and the like.
This radical extension of explanations of tools for
use in communication as a core part of the gram-
mar thus no longer corresponds to a capacity ex-
clusively within the head of a single individual but
is in some sense external to that, shared across par-
ticipants. Moreover, the view of what an ‘agent’ is
can be extended to non-biological artifacts, like ar-
tificial agents (Kockelman, 2011; Kiverstein et al.,
2022). This is compatible with the view that pro-
cess organisations are the fundamental explanatory
factors of behaviours while metaphysical relation-
ality implies that normativity can be attributed, al-
beit in a derivative sense, to the purposes of such
agents (cf. Bickhard, 2021).
It is notable in this connection that the remit

of data which DS-TTR is able and concerned
to express corresponds remarkably closely to the
insights of Conversational Analysis (CA), long
widely ignored by theoretical linguists as doing no
more than providing descriptions not amenable to
formal characterisation, and in principle to be ig-
nored due to merely constituting performance data
(but cf. Ginzburg, 2012; Cooper, forthcoming).
Indeed the CA task was to provide a radically

empiricist methodology to describe the interac-
tions so characteristic of naturally occurring con-
versation. This can be given an internalist inter-
pretation (cf. Ginzburg, 2012), but our aim here
is to defuse the view that the skull or the human
body provide a priori boundaries of where cogni-
tion, including grammars, is situated (cf. Albert
and de Ruiter, 2018).

7 Future challenges
With grounding DS-TTR actions and types as

affordances, there remains much work to be done,
and at least one major problem. NLs universally
display endemic context-dependence on the inter-

pretations their words allow. Linguists are well
aware of this fact, either addressing it by posit-
ing lexical ambiguities for every word of the lan-
guage,1 or attributing open-ended complexity of
inference in the individual’s capacity for language
use. Against this challenge, the AI success in de-
veloping automated NL processing systems with-
out any reference either to details of NL gram-
mar formalisms or to such high-levels of infer-
ence stands in clear conflict with the abstract for-
malisms linguists have proposed – it is hard to en-
visage more damaging evidence against such ap-
proaches (Perconti and Plebe, 2019; Lappin, 2021).
Much of this AI success has turned on large, neural
language modelling techniques that instantiate the
Firthian stance that the information-bearing load of
words can be induced from the sets of words or af-
fordances sharing the same local (multimodal) con-
text window without any reference to intrinsic de-
notational content attributable to the words them-
selves (Gregoromichelaki et al., 2019).
In facing this challenge head on, work is cur-

rently exploring ways of combining the DS dy-
namic architecture with compositional Distribu-
tional Semantics tools (Purver et al., 2021). In this
work, lexical items project tensors onto the interim
emergent DS trees/states (instead of TTR record
types), mapping onto vector spaces. This provides
an explanatory basis from which the intrinsic non-
determinism of lexical content can be modelled
with content flexibility of NL expressions being
essential to language variation and change (see,
e.g., Gregoromichelaki et al., 2019). On this view,
success in communication between participants is
then predicted to rest in the emergent coordina-
tion due to the overlap shared by such spaces, for
which feedback manifestly contributes as it condi-
tions the shifting affordance landscape. This emer-
gence, much in line with Bickhard’s ‘situation con-
ventions’ but externalised, plays a central role in
refining emergent joint projects without requiring
identity in understandings but, primarily, comple-
mentarity in action. Furthermore, work has been
done in situating DS-TTR within embodied agents
(Hough et al., 2020) giving non-verbal actions the
same status as verbal utterances. Hence the claim
that, far from defining a vehicle for communi-
cation leading to shared understanding of some
defined denotational content, NL grammars are
rather seen as comprising a set of skills for picking
up interaction affordances within social practices.

1e.g., categorial grammar and its type polymorphism
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