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1 Introduction

One of the major challenges for modelling situated
dialogue is a collection of quality natural language
data in situational contexts. Such data involves long
and sometimes persistent dialogue conversations
over situated scenes between several conversational
partners. Scenes may also change over time either
because new events occur or conversational partici-
pants change locations so dialogue history has to
be matched with different states in the perceptual
environment. Collection of such data requires sig-
nificant time as conversational participants must
interact with each and with the surrounding envi-
ronment. The amount of data that can be practically
collected from a single participant is thus relatively
limited which together with a high variability of
both linguistic and perceptual information makes
situated dialogue an under-resourced task in natu-
ral language processing.

One possibility taken in constructing corpora
is to automatically generate the linguistic dataset
from a set of rules (Das et al., 2018) but this has
distinct limitations as the scope of language and
vision that these rules cover is highly limited and
the referring accuracy of these descriptions is un-
reliable (Aruqi, 2021). Several task-tailored solu-
tions have been developed to collect multi-modal
data with targeted participants either in real, e.g.
(Dobnik, 2009), or virtual environments , e.g.(Stoia
et al., 2008). There are also general solutions, most
notably Dialogue Experimental Toolkit or DiET
(Healey et al., 2003). This can be run on two or
more participant computers where the clients are
connected to a server where dialogue tasks are con-
figured and recorded. The user interface resembles
online messaging applications, with a chat window
in which participants view the unfolding dialogue
and a typing window in which participants can
type and correct their contributions. In order to ex-
tend the pool of participants, over the last 10 years

researchers have turned to online crowd-sourcing
such as Amazon Mechanical Turk which has shown
to produce good quality data based on completion
rate and passing manipulation checks (Ipeirotis,
2011).

The crowd-sourcing platforms have been devel-
oped with the aim of collecting information from
a single person at a time which is presented as a
list of choices and input text. Since crowd-workers
are normally paid by each input, time is an impor-
tant issue for them, and they will try to accomplish
the task as quickly as possible. Crowd-sourcing
has been successfully used in research in computa-
tional linguistics, robotics and computer vision for
tasks such as describing, annotation and providing
speaker judgements. In order to set-up a task and
the resulting data it is important to understand other
tasks on the platform as well as the demographics
and experiences of workers (Hitlin, 2016). Situated
dialogue represents several additional changes to
the standard crowd-sourcing setup. The first one is
matching participants in real time and engage them
in longer persistent conversations. The second is
connecting visual environments with the textual
chat interface. Several tools have been developed
already that offer this kind of functionality, for ex-
ample (Chernova et al., 2011; Manuvinakurike and
DeVault, 2015; Das et al., 2017; Schlangen et al.,
2018).

2 Semant-o-matic chat

We present a demo of an online chat tool that we
have developed to collect conversational data from
situated dialogue called Semant-o-matic chat or
Chat-o-matic1. This allows us to setup data col-
lection experiments both with targeted participants
and with online crowd-sourcing platforms. The
main motivation for developing our own tool rather
than using existing solutions was to extend our

1https://www.dobnik.net/experiments/chat-o-matic

https://www.dobnik.net/experiments/chat-o-matic
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(a) The View of Person 1 (b) The View of Person 2

Figure 1: View of the chat interface for different participants. Each participant is presented with a different view of
the situated scene.

existing Semant-o-matic tool which we used for
crowd-sourced collection of both linguistic (Ra-
jestari et al., 2021) and situated data (Dobnik and
Åstbom, 2017). The additional functionality in-
cludes the ability for participants to find each other
online, engage in dialogue and presenting them
with different scene views as shown in Figure 1.

2.1 Database

To make the tool more efficient and easier for
researchers to analyse the data, we use a SQL
database for storing all data. The table format is
easy to understand and provides an organised and
structural way to represent information (Davies,
2005). Additional features can be easily added in
the future and the collected data can be searched
and modified using SQL queries and filters which
allow reference to data across columns and tables.
In addition to conversations non-linguistic informa-
tion such as answers from participants about their
background, time during which the conversation
took place and timings between turns can also be
recorded.

2.2 Connecting with Mechanical Turk

The chat tool can be used openly by participants
who can sign up for an account and then initiate a
conversation with one of other users who are cur-
rently online. Participants can be attracted through
target advertising of the task. Once initiated, the
conversation is persistent and the participants can
continue at any time later while keeping their partic-
ipant roles (see Figure 1. We are currently testing
the tool with AMT where we are using the same
method as with the existing Semant-o-matic tool
described in (Rajestari et al., 2021). A limited num-
ber of hits is published frequently to ensure that
workers find our task. When signing up for the

task, participants are issued with a unique id which
becomes their username on Chat-o-matic. Partici-
pants are paid as the tasks are published per each
turn after these are checked for quality.

2.3 The task
While Semant-o-matic chat can be setup for any sit-
uated dialogue task, it is currently setup for the data
collection of the Cups corpus described in (Dobnik
and Silfversparre, 2021; Dobnik et al., 2020) which
was previously collected with targeted participants
using the DiET chat tool. The goal of this task is to
study referring over longer stretches of situated di-
alogue where each participants has a different view
of a slightly divergent scene: some cups are miss-
ing for each but these can be seen by the other. We
use typing indicators to keep user attention and pro-
vide real-time feedback that replicates the feelings
and cadence of an in-person conversation. This
also helps users to better manage their turn-taking.
Participants start with a blank view and the view
of Person 1 is assigned to the one making the first
turn.

3 Conclusion and future development

Our ongoing efforts are focused on testing the tool
on AMT. We are also developing functionality that
will help us to overview dialogues in a web in-
terface (without the need to directly issue SQL
queries) and automatically calculate the amount
of payment for the reviewed dialogues. The code
of the tool will be released as open source. We
intend to extend the tool to new tasks of situated di-
alogue and adding functionality such as recording
of key-strokes and corrections through JavaScript
and usage of dynamic multi-modal data such as
sound and video.
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