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Abstract

Situated discourse provides opportunities for
both exophoric and endophoric reference,
hence requiring mechanisms linking both lan-
guage and world, and language and (represen-
tation of) language. It is also, arguably, the pri-
mary site for learning about these mechanisms,
which I take to be the meaning of words. I out-
line a model that brings together a treatment
of discourse reference and a learning-based
treatment of exophoric reference, based on the
metaphor of “mental files”. It combines a
(rudimentary) model of visual attention with a
model of exophoric reference resolution, built
on a pluralistic model of word meaning that
accounts for learning from ostension, learning
from overhearing and learning from definition.
Lastly, it offers several pathways to making in-
ferences, accounting for fast judgements and
slow justifications. At this stage, the model
mostly provides a way of structuring the task
of processing situated discourse, meant to be
extensible both in the direction of stricter for-
malisation as well as in the direction of further
implementation, the beginnings of which are
reported here.

1 Introduction

Let’s start with a story.

Ann and Bert are taking a stroll in
the park. “Look at the dog, over at the
waterfountain”y Ann says, looking at a
man carrying a dog in his arms. “I know,
isn’t it cute!” 3y, Bert replies.

A short while later they run into Chris
and her young son, Dale. “We just saw
a man carrying a dog,”3) Bert exclaims.
“The cutest poodle ever!” 4y, adds Ann.

“Actually, I don’t think that was a
poodle.” 5y, says Bert, who can’t stop
himself. “It was too tall. I think it was
a labradoodle.” sy Ann knows that Bert
is a serious hobby cynologist, so she says
“Oh. I guess you're right. You're the expert

here.” 7)

After exchanging more pleasantries,
they go their separate ways again, Chris
and Dale walking into the direction from
which Ann and Bert just came. And sure
enough, shortly thereafter they see a man
who is holding a beautiful white-ish dog on
a leash. Chris happens to know the man,
who had previously told her about his new
dog, and so she thinks to herself: “They
were talking about Fredo!” sy Dale, how-
ever, thinks “So that’s what a labradoodle
looks like.” )

This is admittedly not a particularly exciting
story. But mundane as it is, no existing computer
system can model all the behaviours exhibited here,
and neither can any formal model of situated dis-
course. So, what is it that Ann, Bert, Chris, and
Dale need to be able to do to play their respec-
tive parts in this little story, and how could that be
modelled in a machine?

e For exchange (1)/(2) to work (referring to individ-
ual utterances from the story via their subscripted
numbers), both Ann and Bert need to be able to
parse their environment into objects, and to recog-
nise one of these as being appropriately described
by dog. Furthermore, after (1), that dog can also be
referred to by i, which wasn’t the case before.

e To understand (3)/(4), Chris and Dale need to be
able to connect poodle and dog in such a way as
to let the phrases in which they occur refer to the
same entity, or at least recognise that to do so is
Ann’s intention with (4). Unlike for Ann and Bert
in (1)/(2), for Chris and Dale that entity is not also
perceptually available. For Ann and Bert, it is not
perceptually available anymore, but they will have
a visual memory of it.

e (5)/(6)/(7) shows that categorisation decisions
are negotiable: Bert denies applicability of poodle
to the entity from discourses (3)/(4) and (1)/(2),
provides reasons for doing so, and suggests a better
category. (7) indicates that expertship is a reason
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for accepting a proposed revision. We can assume
that an effect of this interaction is that Ann changes
her understanding of poodle, and possibly that of
labradoodle as well, and perhaps Chris and Dale
do so as well with their respective ones.

o (8) and (9) finally show some later consequences
of the interaction. (8) shows that Chris can now
make a connection she couldn’t make earlier (the
dog that Ann and Bert saw is Fredo, the new dog of
her acquaintance). (9) shows Dale attaching visual
information (from perceptual acquaintance) to a
concept that previously, we assume, had only been
introduced verbally to him.

We can derive from this analysis some desiderata
for a model of agents that can participate in such
situated discourse:

A) It needs to provide visually present real world
objects as possible referents, as well as objects
only introduced via discourse, as well as entities
that previously were introduced either way.

B) It needs to provide word meanings that guide
the mechanisms by which utterances are linked
to either real world objects (“dog” in (1)), or to
discourse referents (“dog” and “poodle”, in (3)/(4));
which moreover are accessible for discussion and
revision (5)/(6)/(7).

C) It needs to provide a way in which word mean-
ings are composed into utterance meanings, and a
way in which those are composed into discourse
meanings.

In this paper, I attempt to outline a model that
meets these desiderata. A particular focus in doing
so is on the potential for recruiting current compu-
tational work for specifying the mechanisms that
would be needed in a realisation of a dynamic
model of situated discourse, and on arguing for
a particular way of factorising the problem. This
comes at the cost of a lack of formal rigour (for
example, a lack of a model theory that would pre-
cisely specify the conditions under which an agent
would evaluate a statement as true). This is some-
thing that I hope can be delivered later, where ap-
propriate.!

2 Overview

Following closely the structure of the desiderata
from the previous section, the proposal consists of
several interlocking parts. The job of the context

"Maybe what I'm proposing here is not so much an actual

model than more a research program, or a proposal for how to
put together some existing smaller parts into one larger whole.

representation component is to provide the enti-
ties that the interpretation process links together.
To perform this linking, it is not enough to just have
access to (mental representations of) entities, there
also needs to be further information connected to
them. To describe this structured keeping of in-
formation, I will make use of the file metaphor,
according to which each entity is represented by
one file, on which additional information can be
“written”.? To give an illustration, Figure 1 shows
what Bert’s representation of the situation after ut-
terance (1) looks like. A file card (along the lines
of Heim’s (1983) file change semantics) has been
created for the discourse entity that (1) introduced;
as part of the situated interpretation, Bert has been
able to link that to one of the object files that his
perceptual system created to represent the visual
scene. Had he recognised the object as a previously
know entity, he could also have made a link to what
we call an entity / event (e/e) file; but here this is
not the case.

What enabled Bert to make the connection are
relevant concept files, which are part of the concep-
tual component of the model. Our proposal here
is to account for the relevant desiderata rather di-
rectly, by representing the conceptual content that
enables categorisation of perceptual objects (in the
example here, identifying one object as a dog, and
as white) and that which enables relating concepts
(in the story, dog and poodle), separately. More-
over, we assume that at least parts of this content
are accessible to their owner, and can be discussed
and voluntarily revised (as in (5)-(7) of the story).
The concept files come categorised into domains of
knowledge, and this can factor in the decision to de-
fer to a judgement (and revise one’s own concept),
or not.

Of course, it’s not single words that trigger the
creation of links in the context representation, it’s
the composition of words into phrases and utter-
ances. The final part of the model then is the com-
position component, which composes utterance
meanings out of the recognised structure and the
activated concept files.

The remaining sections describe these compo-
nents further and speculate on the computational
mechanisms that might be used to create and main-
tain these representations, and discuss where cur-

This metaphor has a long, and wildly branching, history
in linguistics (e.g., (Karttunen, 1969; Heim, 1983)) and phi-
losophy (see the recent overview in (Recanati, 2012)), to the
extent that not any single precursor can be declared here.
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Figure 1: Overview of the Representational Components of the Model

rent implementations fall short.

3 Context Representation

As mentioned above, this is the component that
is responsible for providing the mental represen-
tations that are linked together in the process of
discourse interpretation. At the level of elabora-
tion achieved here, I am assuming that any stan-
dard model of discourse representation can handle
the part of representing discourse referents. The
file metaphor I am using throughout here matches
more closely with Heim’s (1983) model, but the
graphic representation in Figure 1 is more clearly
inspired by DRT (Kamp and Reyle, 1993). (And
a more sophisticated model like SDRT (Asher and
Lascarides, 2003) would be needed to account for
all the discourse coherence phenomena that I gloss
over here.)

What is less often spelled out is how the visual
scene can be made accessible in discourse represen-
tation (but see the related work discussed below).
In the proposed model, the visual scene is repre-
sented via what I call object files. How do these ob-
ject files connect to the actual objects in the world?
I assume here that the indices with which the ob-
ject files are indexed are created automatically by
the perceptual system, and that these indices are
pre-conceptual in that when created they do not
represent more than raw objecthood.? I take this
from Pylyshyn (1989), where a similar concept
was introduced to account for the experimentally
tested ability of human subjects to track a (limited,
but not small) number of objects moving across a
screen. Interestingly, this tracking worked even if
some features of the objects (such as colour, shape,
and texture) changed continuously; in fact, these

3The notion of “objecthood” that T am appealing to here
is compatible with that investigated by Spelke (1994); Spelke
and Kinzler (2007); Carey (2009) as likely to be innate, i.e.
roughly “discrete, bounded entity that moves coherently, if
force is exerted or produced by it”.

changes were often not even noticed. Pylyshyn
(1989) calls these tracking representations FINSTs
(“Fingers of Instantiation”), with the idea that they
function as indices for visually presented objects,
individuating them across time and providing spa-
tial information about them, without anything more
needing to be recognised and represented about the
objects. In later work, Fodor and Pylyshyn (2015)
recognised the utility of this conception for provid-
ing a basis for conceptual reference, and it is this
use that I assume here as well.

The indices or FINSTs only represent the pres-
ence of presence of some kind of object. Clearly, in
many situations, this it is not enough for an agent,
and it is of interested to know which kind exactly
it is. However, any given object will be a mem-
ber of many kinds. I make the assumption that the
kinds that currently matter are determined by the
current interests of the agent. As a simple device
for specifying these interests, I introduce into the
model the notion of a “visual Question under Dis-
cussion” (vQUD), in analogy to the discourse struc-
turing device “QUD” proposed by Ginzburg (1995,
2012). This device is to act as an interface between
bottom-up object recognition and top-down object
classification.

In many situations, this question may default
to something like “what’s this?”, which can per-
haps be resolved by classification into what (Rosch,
1978) called basic level categories. But the mech-
anism should also account for how differently the
world is parsed if there are pressing current con-
cerns: If approached by a hungry hyena, you need
a fast answer to “what can I throw?”’; when hungry
yourself and in the absence of any wild beasts, the
salient question is a quite different one. To go back
to our example from the introduction, and also to
bridge to the next section, the vQUD mechanism
shall also serve as the interface to reference resolu-
tion, where the question is directly provided by the
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task of utterance context integration.*

In any case, resolving the question on vQUD
requires the application of relevant concepts to the
objects. The objects are accessible via their indices
/ FINSTs, and the results of the classification are
collected in the aforementioned object files that are
connected to them.” These are meant as a represen-
tation of the current conceptual information about
the object, active for as long as the current scene is
attended to. (Let’s assume that information about
the perception event can be transfered into long-
term memory in the form of an “event / entity file”,
as mentioned above. Also, re-recognition of an
individual can be achieved by linking such an e/e
file to an active object file; but more on that later.)

Lastly, let us also assume that an agent typically
optimistically supposes that objects they recognise
are also recognised by co-present agents.

Implementation With the dramatic improve-
ments in quality that computer vision models have
seen in recent years, it might seem that an imple-
mentation of this part of the model could be taken
directly off the shelf. And it is true that current
models like Faster R-CNN (Ren et al., 2017) and
YOLO (Redmon et al., 2016) achieve high accuracy
in segmenting and labelling still images. However,
these models work by overgenerating proposed ob-
ject regions and subsequent filtering through cat-
egorisation from a fixed set of categories. This
misses two properties of the model as described
above: a) it neglects that are always many valid
classification possiblities, and which one is to be se-
lected depends on current purposes (the reason why
we’ve introduced the vQUD mechanism), and b) it
restricts the set of classes to a prespecified finite set,
whereas we want it to be possible to incrementally
learn new classes. Hence, some adaptations to the
basics of these algorithms would be required in an

“Below, as in this paragraph, I represent the questions on
vQUD using natural language, without intending to commit
to assuming a language of thought. But the relation between
the kinds of categorial decisions one can make privately and
those that one can make publicly via language, however, is of
course a fascinating subject, left here to be explored in future
work.

SBorrowing this label from Kahneman et al. (1992), who
give a vivid example of why separating object individuation
and object classification seems to fit the phenomenology of
perception: “Imagine watching a strange man approaching
down the street. As he reaches you and stops to greet you he
suddenly becomes recognizable as a familiar friend whom you
had not expected to meet in this context.” It is the classification
that changes here, not the identity of the object (as object) that
you had tracked all along.

implementation of the model.

In the computational experiments we have run so
far, we have skipped over this step and start with the
segmentations provided by typical vision corpora
(e.g., COCO, (Lin et al., 2014)), where objects are
marked by bounding boxes. We take these, and the
identifiers they come with, as simulating the output
of the initial perception stage, providing the indices
to which the object files are linked.

4 Word Meanings and Concept Files

As mentioned in the introduction, the concepts files
collect the information that is required to create
the links between representational objects; that is,
between discourse referents and object files, dis-
course referents and antecedents, and discourse
referents and e/e files. I first discuss some of the
desiderata of what mental concepts should address,
before presenting the proposal.

The Challenges 1 follow Bloom (2000) in as-
suming that learning the meaning of a word entails
associating a form with a concept. If we under-
stand concepts to be mental representations, as I
am doing here, there is a problem. Mental repre-
sentations are private, but words are public entities
belonging to a public language, and so we will
need a way to make the content of concepts pub-
licly negotiable. Secondly, we need these concepts
to do different things—or at least I will analyse
these as being different—namely to support both
exophoric and endophoric reference, of the kinds
illustrated with our introduction story. (More gener-
ally, we will want them to support the computation
of denotations and of material inferences.) Con-
nected to this is that we want to capture different
ways of learning—or at least we will analyse these
as different—namely learning from observation of
successful reference, learning from explicit defini-
tion (through linguistic explanation), and learning
from implicit definition (through linguistic context).
Lastly, we need to set them up in such a way that
they are individuated in the right way, and the chal-
lenge to answer here is what Perry (2012) calls the
‘co-reference and no-reference’ problems (which
are, of course, Frege’s (1892) puzzles): How can
an agent who possesses the words/concepts Hes-
perus and Phosphorus potentially learn something
new when told that those name the same object?
And what makes the concepts of Santa Claus and
of unicorns different, given that they both refer to
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nothing?°

The Proposal The proposal I make here is to
reify the observed (or claimed) differences, as it
were. Namely, [ assume that these different facets
are indeed accounted for by different representa-
tions, brought together in what I call concept files.”
Figure 1 gave the example of Bert’s concept file for
DOG (repeated below as Figure 2). The o stands
for the first component, the knowledge that allows
an agent to recognise an object as falling under
the concept or not. I follow the ‘words as clas-
sifiers’ model here (Schlangen et al., 2016; Ken-
nington and Schlangen, 2015) (see also (Larsson,
2015, 2011)) and realise this technically through
statistical classifiers that generalise via supervised
learning and error-driven adaptations. (See below
for technical details.) Such knowledge, I assume,
can be picked up whenever successful reference
is observed. This can be, but doesn’t alway have
to be, in episodes of ostensive teaching; I only as-
sume that the learning agent must be capable of
understanding what the intended referent was (so
Bloom’s (2000) arguments against associationism
do not bite here).

DOG

o)
isa(mammal)
(snsnansannns|

biology, zoology,
cynology, ...

Figure 2: A Concept File for DOG

The second component is what accounts for the
discussion in (5) and (6) of our introductory ex-
ample, where Bert provides factual information
about the concepts POODLE and LABRADOODLE.
I assume that such factual information is indeed
encoded as such, and can be recalled when needed,
for example to provide justifications for classifica-
tion decisions. (As I argued before in (Schlangen,
2016).) This kind of knowledge weaves concepts
into a network,® and provides the kind of informa-
tion that can support resolving discourse anaphoric

SThis list is only the beginnings of the trouble with con-
cepts, as (Murphy, 2002; Margolis and Laurence, 2015) help-
fully review, but it shall be enough for this first start.

"Marconi (1997) provides a book-length argument for a
similar separation which I took as an inspiration, but develop
in a different technical direction here.

$Whereupon the file metaphor starts to falter a bit; but
think of relational databases and their links between records.

phenomena like the intended co-reference between
“the poodle” and its antecedent “a dog” in (4).’

I also assume that connections between concepts
are learned and represented in less explicit ways,
namely from distributional information that gets
reduced into vector representations of word mean-
ings. (This is what the row of boxes in the concept
files in Figure 1 is meant to represent.) I am swayed
here not only by the psycholinguistic evidence that
such distributional information figures in meaning
representations (see, e.g. (Andrews et al., 2009;
McDonald and Ramscar, 2001)), but also use this
to account for the phenomenological difference be-
tween trying to produce a definition of a concept
and making a fast judgement of similarity between
concepts. (More on that below in Section 5.)

Finally, and connected to the second component
described above, I assume that it is part of concep-
tual knowledge to have a rough idea about the do-
main or field of knowledge that a concept belongs
to. This can then serve as a guide for disputes about
word meanings (or “litigations” of word meaning,
(Ludlow, 2014)) on how to weigh other people’s
opinions, with the limiting case being to defer to
the expert (Keil and Kominsky, 2015).

Challenges Addressed? First, the desideratum
of accounting for exophoric and endophoric refer-
ence. Here, in the basic cases, the responsibilities
are divided: Exophoric reference is resolved via
the classifiers that work on perceptual input, and
the resolution of endophoric reference, insofar as
it needs inference, is supported by the semantic
or distributional knowledge in the concept file. I
do however assume that cross-overs are possible:
For example, in fine-grained visual classification
(Dubey et al., 2018), recognition can happen via
explicitly recalling distinguishing features (e.g., be-
tween bird species) and recognising those, deriving
from this the visual classification decision.

This carries over to the learning of the compo-
nents of the concepts files. While each component
primarily seems to be connected with one type of
learning situation described above (observing a ref-
erence intention with learning a classifier; receiving
semantic information with learning semantic infor-
mation; observing linguistic contexts with learning
a continuous representation), initial experiments
(see below) make us hopeful that cross-modal /

°I leave possible connections to the “theory theory” model
of concepts (Morton, 1980) on the one hand, and Donald
Davidson’s (1986) coherentism unexplored for now.
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zero-shot learning can be realised. For example,
visual recognition on first encounters of instances
of otherwise familiar concepts (“book knowledge”)
can back off to recognition via properties stored in
semantic knowledge; semantic knowledge can be
induced from perceptual similarities; distributional
knowledge can support visual classification, and be
discretised into semantic knowledge.

Allowing these types of knowledge to be incre-
mentally adapted, through interactions such as in
the example from the introduction, opens up the
private concept to public inspection and debate.
This then connects the individual’s concept with
the public (but virtual) intension. Of this, at least
in certain domains, experts can be the custodians.
So, while concepts are in the head(s), meanings
(understood as the public norms governing use), in
this model “ain’t” (Putnam, 1975).

Then, there are Hesperus and Phosphorus.
What happens when an agent, who previously
didn’t know it, learns that these are names for the
same entitiy? In this model, suprisingly little: the
agent just has to bring together the respective files.
That two files have to be merged (“Hesperus is
Phosphorus™g) ) is valuable information, whereas
touting the identity of a file with itself (“Hesperus
is Hesperus™g)) is not. Similarly, accounting for
attitude reports is straightforward: They index the
file that the agent calls on, and the label they use
to access it, and so substitution of a co-extensive
term (e.g., turning “A believes (9)” into “A believes
(8)”) describes a different mental state.

Finally, no-reference. In this model, we can as-
sume that concepts of this type (like UNICORN)
have as part the knowledge that no instances of
them will ever be encountered. Nevertheless, pre-
tend semantic information, and real distributional
information, can still be encoded, so that the con-
cept can be used meaningfully.

But with all this, aren’t concepts too fine-
grainedly individuated? It looks like there now
isn’t just one type of sense, but many? Can two
individuals ever have the same conceptualisation
connected to the same word? (They can’t have
the same concept, as concepts are mental entities.)
Here, I am inclined towards a pragmatist reply:
Whether two individuals connect sufficiently simi-

10

!0These, of course, are names, which in the model sketched
in Figure 1 would be the labels of what we called event /
entity files. For the purposes of this discussion, however, we
can view them as concepts that mandatorily have a singleton
extension.

lar concepts with the same word shows in the conse-
quences of their having these concepts. And this is
again where dialogue comes in, and learning. If the
agents encounter a situation where they appear to
be disagreeing on the applicability of a term, they
can discuss, and, hopefully, reach an agreement that
makes one, or both, of them adapt their concept.
Where Fodor and Pylyshyn (2015) seem to assume
that any single experiential difference between two
agents must make their concepts incommensurable
(if the inferential roles of the concepts are what
individuates them), it seems to me unlikely that
the learning methods sketched here, run on what is
fundamentally very similar data (if both agents live
in the same language community), even if on the
instance level fully disjunct, yield dramatically dif-
ferent results that cannot be made commensurable
in clarification dialogues of the type illustrated in
the introduction. But this is an empirical question
that a large-scale implementation could begin to
test.

Implementation The components of the concept
files individually are well-established in compu-
tational work. I have already mentioned some
work on the words-as-classifiers model (Schlangen
et al., 2016; Kennington and Schlangen, 2015)
(see also Matuszek et al. (2012) for a related ap-
proach). Representing conceptual information in
so-called knowledge graphs is a thriving field (see
(Hogan et al., 2020) for a recent review); com-
puting continuous representations of words from
distributional information, following Landauer and
Dumais (1997); Mikolov et al. (2013), perhaps even
more so. (These last two fields, however, do not
seem to be concerned much with incremental learn-
ing, which I take to be an indispensable part of any
realistic model of situated interaction.)

Zero-shot learning, as it is called in the machine
learning community, where information from one
modality (e.g., text) is utilised for a task in another
(e.g., visual classificaiton) is also a field that has
relevance for this model. An approach like that
of Lampert et al. (2014), where a visual classi-
fier is constructed out of semantic knowledge di-
rectly offers a connection between these two types
of knowledge in our concept files. Zarries and
Schlangen (2017b) have explored the use of dis-
tributional information in the words-as-classifiers
model, whereas Zarrie3 and Schlangen (2017a)
have shown that referentially structured contexts
can yield improved continuous representations. A
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thorough analysis of the structure of meaning ne-
gotiation interactions is still needed, but some pio-
neering (formal) work is being done (Larsson and
Myrendal, 2017). Previously, I presented a proof-
of-concept implementation that makes use of visual
classifiers and semantic knowledge in simple justi-
fication interactions (Schlangen, 2016).

To sum up, parts, and partial connections, be-
tween the proposed components, have been ex-
plored in computational work. What is still missing
is an attempt to fully combine these efforts along
the lines sketched here.

S Composition into Utterance Meanings

S = &[]k
NP VP
/\ TN
Det N “’ V?G
N . .

Tf‘le ADJ N 1S barkmg

|
white  dog

Figure 3: A single parse supporting three representa-
tions / uses

In keeping with the representational pluralism
(or promiscuity?) of the previous section, I assume
that there are several ways in which representations
for larger expressions are computed, and used. The
common basis for all of them is a syntactic analysis
of the expression,!! as in Figure 3.

First, 1 assume that a logical form is com-
puted (e.g., (Sag and Wasow, 1999)) and integrated
into the discourse representation (e.g., (Kamp and
Reyle, 1993)), in the usual way. Besides other
things, this representation forms the input to a
within-context verification mechanism, which, for
the visual context, is expressed via the vQUD as
described above. For this, the interpretation func-
tions for the non-logical constants are provided
by the classifiers in the concept files. Following
Schlangen et al. (2016), I assume that the contribu-
tions of the individual concepts are composed into
a response for the whole phrase, on the basis of
which (probabilistic estimates of) the denotations
can be computed. For object-denoting expressions,
this amounts to finding a link (or, ranking all possi-

"'We abstract here from the fact that a full model of situated
discourse processing would need to work incrementally and
hence this structure building would have to happen incremen-
tally. However, we do think that the proposal here is broadly
compatible with an incremental processing model such as for
example that of Schlangen and Skantze (2009).

ble links) to an object file. Finally, I also assume
that a continuous representation for the expression
is computed recursively (for example, through re-
cursive neural networks, (Socher et al., 2014)), out
of the continuous representations for the words /
concepts.

This setup mirrors the tripartition in the concept
files. What are the uses of these representations? I
have already mentioned the role of the logical form
in guiding the computation of (visually referential)
denotations. Continuous representations, on the
other hand, can provide a fast route to the compu-
tation of inferential relations between expressions
(along the lines of the recently popular computa-
tional task of “natural language inference”, (Bow-
man et al., 2015)). This could, for example, support
the fast computation of coherence relations when
integrating new content into the discourse (as is as-
sumed by SDRT (Asher and Lascarides, 2003); and,
as question-relevance, by KoS (Ginzburg, 2012)).
In slower, explicit justifications of such judgements,
the logical form can be used in sound, formal rea-
soning.!?

Implementation In some preliminary experi-
ments (to be reported in full elsewhere), we have
parsed 50,000 captions from the COCO corpus (Lin
et al., 2014), using the English Resource Grammar
(ERG) (Flickinger, 2011) executed by the Answer
Constraint Engine (ACE) (Packard, 2013) and ac-
cessed via pyDelphin.'? In a task that uses captions
from the test set as binary questions (“is this CAP-
TION?”) paired with correct and incorrect images,
we found that a reference computation approach
based on the words-as-classifiers model can work
satisfactorily. For a task that asks a model to predict
whether two captions label the same image or not
(used as a very rough proxy for entailment pairs),
we computed representations for the captions using
a TreeLSTM (Tai et al., 2015), and again found this
to work satisfactorily.'*

Extensions Before we move on, we note two
possible further extensions of the model. First, it
might be useful to allow the creation of object files

2Tt is tempting to see an approximation of Kahneman’s
(2011) System 1 / System 2 distinction here. How far this
carries must be explored in future work.

Bhttps://github.com/delph-in/pydelphin

“There is not enough space here to properly report these
experiments, and so I won’t attempt to report numbers here
(which would not be interpretable anyway without the further
detail). I only offer this information as anecdotal evidence that
the approach could potentially be made to work.
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also based on the discourse representation and not
driven by perception. This could be used to model
the state Chris is in after (3, “we saw a man carrying
a dog”) in our example in the introduction, where
she can form a mental representation of the situa-
tion that is described. Schlangen (2019) describes
a simple retrieval-based mechanism for construct-
ing such imaginations of situations and their use
in computing bridging relations (e.g., imagining
“leash” when “dog” is mentioned). This, at least
prima facie, seems to relate to the idea of under-
standing as simulation (Barsalou, 2012); to what
extend needs to be explored in further work.'> Inter-
estingly, recent computational work on image syn-
thesis from text also makes this distinction between
predicting layouts (our object files) and predicting,
based on that, the actual images (e.g., (Hong et al.,
2018)).

The second extensions builds this out into the
other direction (looking at Figure 1). We note that
a composed expression representation (e.g., “the
first president of the United States™) could also be
used to guide the recall of entity files from mem-
ory, via their stored semantic attributes. This might
potentially address the definite description variant
of Frege’s puzzle (which we discussed above with
names only), by making it possible for an agent to
know of George Washington and still not retrieve
the appropriate file via the description (“first presi-
dent ...”), hence blocking substitution in a believe
attitude report.

6 Back to The Story

We can now briefly return to the story from the in-
troduction, and see how agents modelled according
to the above would work here. Processing the vari-
ous utterances involves the creation and linking of
different kinds of mental representations, some of
which stand in direct contact to the outside world
(via visual indices), some of which are connected
to memories of previous experiences. A proper test
of this model would be an implementation (perhaps
in simulation), showing that similar behaviour can
indeed be created.

'5This might even go some ways towards explaining the
vast differences in how some people report phenomenal expe-
rience when imagining a scene (which in this model would
mean “project back” the object files and their classifications
into near-experiential impressions), while others lack this com-
pletely, but still seem to be able to simulate spatial relations.

See Richardson (1999) for a recent overview of research on
mental imagery.

7 Related Work

I have already mentioned in passing that there is a
large amount of work that is related to the individ-
ual components which are brought together here.
As a whole, the model probably has the most simi-
larities with models from robotics on the one hand
(e.g., (Kelleher et al., 2005; Kruijff et al., 2012), see
(Tellex et al., 2020) for a recent overview), where
multilayer (discourse and context) models are a
salient choice. The literature is vast here, and the
exact connections still need to be explored (see
also older work on multimodality, e.g. (Luperfoy,
1992)). While the model likely re-invented parts
already present in older work, some of the techni-
cal components that we aim to bring together are
newer than most of this work, and together with
the focus on learning, we think, bring a somewhat
fresh perspective. On the formal side, the linking
approach seems related to the idea of anchoring
that has been discussed with respect to discourse
representation (e.g., (Zeevat, 1999)).16

We also think that our proposal is broadly com-
patible with (and complementary to) approaches
that more closely look into the role of coherence
relations in situated discourse (Stone et al., 2013;
Hunter et al., 2018), but this needs to be worked out.
Lastly, the proposal also seems broadly compati-
ble with the long-term efforts of the Gothenburg
school (Larsson, 2015; Cooper, forth) to formally
describe situated meaning, as well as with the dia-
logue model of Ginzburg (2012), but puts the em-
phasis more on the computational side.

8 Conclusions

I have outlined a model of how situated agents
can deal with objects they encounter, in the en-
vironment, and in their discourses. It brings to-
gether elements from more formally oriented work
(discourse representation, update), with methods
from more processing oriented work (classifiers,
distributed representations), in what hopefully at
least roughly resembles a coherent whole. Many
of the details are still missing, but a framework for
where they can be filled in is provided.

Acknowledgements 1 have presented an even less fully

developed version of this as part of an invited lecture series
at the LabEx EFL Paris in 2019 (albeit with more details on

15This idea has already been present in the early DRT work
(Kamp and Reyle, 1993); it is prominent in current unpub-
lished work by Hans Kamp (2018) (as pointed out to me by
one of the reviewers).
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experiments), and I thank the audiences there for their patience
and feedback.
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