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Abstract

Finding an appropriate reaction to a spoken ut-
terance with multiple intents is not easy for
a spoken dialogue system. One way to sim-
plify the dialogue is to prioritize urgent intents.
For this purpose, the urgent part of an utter-
ance must be reliably identified. This is possi-
ble purely with acoustic features directly from
the audio signal. In this work, we consider the
acoustic features for each speaker individually
and show that the recognition can be improved
by this personalization.

1 Introduction

Utterances in dialogue serve often more than one
communicative function. Like giving feedback
about the understanding of a question and answer-
ing the question in a single utterance. The ability
of humans to easily process such multiple commu-
nicative functions and to react accordingly, allows
for a swift and effective communication (Lemon
et al., 2002). If an utterance contains two sequen-
tially occurring intents, each relating to a different
task or activity, it is often referred to as multi-intent
(MI). Such utterances also occur in interactions
with a machine (Shi et al., 2019). If there is a need
for further clarification of all mentioned intents, it
can be difficult for a system to find a suitable an-
swer. Answering with a M1, too, can produce long
utterances, which can be cognitively very demand-
ing (Landesberger and Ehrlich, 2019a). To solve
this problem, we proposed a model for prioritizing
tasks when dealing with MI utterances (Landes-
berger and Ehrlich, 2019b). The task, referred by
an intent, is prioritized according to various crite-
ria and the remaining tasks are postponed. After
solving the prioritized task, the postponed tasks
can be resumed. One criterion for prioritisation
is urgency. A task is urgent if the task has to be
completed in a short amount of time, because if not,
it loses relevance or other negative consequences
occur. "What do I do with the zucchini? Oh, the
pan is hot. What is coming in now?” Certainly, the
speaker would be frustrated if the first mentioned
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task is considered before the second one. In or-
der to realise a suitable dialogue behaviour for this
problem, it must first be detected which part of the
utterance is urgent.

2 Urgency Corpus

In order to develop a method for the detection of
urgency in utterances we use data obtained with
the help of the game "What is it?”” (Landesberger
et al., 2020). The players’ task was to find a special
symbol on a matrix. To exclude wrong symbols,
questions that could be answered with yes or no
had to be asked to a simulated system. This task
was regularly interrupted by an easier but time-
limited, urgent task. This resulted in a Corpus of
spoken urgent and non-urgent utterances. Since
the task types alternated quickly, many utterances
contained both urgent and non-urgent intents, just
like in the example in section 1. Although, the dif-
ferent utterances are not very comparable regarding
the content, we decided on a semantically indepen-
dent approach, to later tackle real world problems.
Accordingly we tried to detect urgency based on
acoustic features from the audio signal.

3 Acoustic Features

In our previous work (Landesberger et al., 2020)
the analysis of 108 acoustic features like pitch, in-
tensity or MFCCs, showed that depending on the
speaker’s phase it was more or less difficult to iden-
tify urgency. If the speaker switches from a non-
urgent intent to an urgent intent, he is in the phase
Transition (TRA). Conversely, if he changes from
an urgent intent to a non-urgent one, he is in the
Decline (DEC) phase. For each of these phases
and a general distinction (ALL) in which all utter-
ances were analysed, we first identified a feature
subset that contains as few irrelevant and redun-
dant (John et al., 1994) features as possible. For
this purpose we used three different estimators with
the recursive feature elimination method (Granitto
et al., 2006): Logisitc Regression Estimator (LRE
(Hosmer Jr et al., 2013)), Random Forest Estima-
tor (RFE (Breiman, 2001)) and Gradient Boosting
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RFC GBC LRC KNNC MLPC SVMC
ALL LRE 883 +120% .795+426% 774 +727% 814 +1.11% .798 +10.28% .888 +13.66%
RFE 883 +1.85% .795+5.12% 774 +8.82% .814 +1.71% .801 +12.27% .888 +14.00%
GBE 883 +1.93% .796 +435% .775+820% .814 +1.06% .799 +11.67% .887 +14.61%
TRA LRE 779 +435% 769 +2.17% 782 +8.32% .712 +522% 784 +13.70%  .767 +1.02%
RFE 774 +255% 770 +2.44% 782 +8.61% 712 +6.63% .787 +16.15%  .767 +2.58%
GBE 787 +4.40% 779 +3.67% .181 +8.42% .687 +3.44% 777 +8.95%  .784 +3.84%
DEC LRE .883-138% .891-022% .906+3.33% .878 +1.80% .895+1.25%  .891-0.43%
RFE  .889-1.08% .889-1.08% .895+2.69% .886+2.95% .886+0.98%  .891 -1.63%
GBE 887 -092% .890-1.47% .897 +1.97% .877 +320% .893 +1.22%  .901 +0.07%

Table 1: Accuracy and personalisation improvement in percent to detect urgent user requests over all the data
(ALL), during the switch from non-urgent to urgent utterances (TRA) and during the switch from urgent to non-
urgent utterances (DEC) for each classifier estimator combination

Estimator (GBE (Friedman, 2001)).

In order to automatically distinguish between ur-
gent and non-urgent intents, we trained and tested
six different classifiers with different supervised
learning algorithms: Random Forest Classifier
(RFC (Breiman, 2001)), Gradiant Boosting Classi-
fier (GBC (Friedman, 2001)), Logistic Regression
Classifier (LRC (Hosmer Jr et al., 2013)), K Near-
est Neighbours Classifier (KNNC (Peterson, 2009),
Multi-Layer Perceptron Classifier (MLPC (Pal and
Mitra, 1992)) und Support Vector Machine Classi-
fier (SVMC (Vapnik, 2013)).

We analysed the accuracies achieved by each es-
timator and classifier combination distinguishing
between urgent and non-urgent intents. Each of
these values was validated by a 10-fold stratified
cross validation method. For the Transition phase,
the SVMC in combination with LRE showed the
best result with an accuracy of .759. During De-
cline, the best result was achieved with the SVMC
and the RFE with an accuracy of .909. The LRE in
combination with the RFC performed best with an
accuracy value of .873 in the general distinction.

4 Personalisation

Acoustic features in speech, change strongly de-
pending on the speaker. For example, men usually
speak with a lower pitch than female speakers do.
Accordingly, the absolute or normalized values of
certain features are not best suited for the detec-
tion of urgency. If a male speaker speaks higher
than he would normally speak during an urgency,
this value can still be below the normal pitch of
a female speaker. Accordingly, the consideration
of individual differences and corresponding rela-
tive, personalised variations in acoustic features

could improve the recognition of urgency. In the
examined data set 40 participants uttered 10737
intents. With on average of 268.4 per test person,
we adopted the min-max normalization formula to
include the individual variance for each participant
p and feature f:

. = | Tpf—min(Tpf) |
of maz(zy)—min(zpy)

The new values m;) ¢ rank on a scale from 0 to 1. 0
corresponds to the lowest measured feature value
of one participant in all his utterances and 1 to
the highest. Based on the recalculated values, the
already evaluated classifiers and estimators were re-
trained and re-evaluated. The results are shown in
Table 1. In addition to the accuracy of the individ-
ual classifier estimator combinations, the percent-
age change compared to the non-personalized data
is shown. It is noticeable that there is no improve-
ment if the accuracy was already high before. Dur-
ing the Phase Decline (DEC) even minimal deteri-
orations occur. In the other comparisons (ALL and
TRA) all values improved. Especially the SVMC
and the MLPC benefited from the personalization.

5 Conclusion

In this paper we show that adaptation to the speaker
can help to identify urgent intents in utterances
more reliably. For this adaptation, however, the
speaker must already be known to the system.
Adaptation to more general characteristics, such
as gender, might be practical, too.

To further improve the detection of urgency, we
plan to consider other aspects of the spoken utter-
ance and the context of the utterance, too. We as-
sume that certain words such as deictic expressions,
the task addressed, and the current situation of the
speaker can all provide indications for urgency.
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