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Abstract

Speakers convergence in conversation had
been studied because of its relevance for cog-
nitive models of communication as well as for
dialogue systems adaptation to the user. Con-
vergence effects have been established on con-
trolled datasets. Tracking interpersonal dy-
namics on generic corpora has provided pos-
itive but more contrasted outcomes. We pro-
pose here to enrich large conversational cor-
pora with dialogue act information and to
use acts as filters to create sub sets featuring
homogeneous conversational activity. Those
sub sets allow a more precise comparison be-
tween speakers’ speech variables. Our ex-
periences consist of comparing convergence
on low level variables (Energy, Pitch, Speech
Rate) measured on raw datasets, with hu-
man and automatically labelled datasets. We
found that such filtering does help in observ-
ing convergence suggesting that future studies
should consider such high level dialogue activ-
ity types and the related NLP tools as impor-
tant aspects for analyzing conversational inter-
personal dynamics.

1 Introduction

Individual speech characteristics of the participants
engaged in a conversation depend on speech activ-
ities of both participants and on their interaction.
This intuition has taken shape in numerous studies
and even resulted in general models of communi-
cation as described in the accommodation theory
(Giles et al., 1991) and in the interactive alignment
model (Pickering and Garrod, 2004). The phe-
nomenon has been studied under different angles
such as speech or phonetic convergence (Street,
1984; Pardo, 2006), prosodic entrainment (Levitan
and Hirschberg, 2011; Truong and Heylen, 2012).

Earlier work from (Edlund et al., 2009) found
that participants to a conversation tend to be more
similar (in terms of gaps and pauses duration) to

their partner than chance would predict. This is in
line with the more recent study on speech rate from
(Cohen Priva et al., 2017). However, the absence
of significant results in comparing the inter-speaker
distance in the first and second halves of the conver-
sation make them conclude that convergence “can-
not be captured by sampling the distance between
speakers at two different stages of the dialogue”.
The study in (Truong and Heylen, 2012) conducted
a similar experiment (investigating intensity and
pitch) on English MapTask (Anderson et al., 1991)
with little results as well and conclude that “the
measure of alignment remains a complicated mat-
ter due to its dynamic nature and to the social fac-
tors that can influence the amount of convergence”.
Although the literature has proposed many differ-
ent ways of approaching these questions, they all
rely on extracting features from a certain period or
point in time and comparing them.

In this paper we would like to push further the
investigation of interpersonal dynamics in real-life
corpora. Considered from the angle of speech and
linguistic variables, an essential aspect of conver-
sational corpora is their huge variability. This vari-
ability is due to a large extent to the different con-
versational activities speakers can participate in.
For instance, they can enter in a storytelling se-
quence in which one interlocutor become less ac-
tive, enter into a heated debate, etc... We propose
here to use the latest dialogue tagging techniques
to create subsets obtained from dialogue acts fil-
tering in which frequent dialogue acts are used as
a proxy to characterize the conversational activity
of a given turn, and therefore compare data points
that are more homogeneous.

Our approach combines three ingredients that
were not used together in the past and current lit-
erature to our best knowledge. First, we recognize
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the social factor and hypothesis that the lower level
variables (such as energy) are less prone to social
factor or strategic adaptation that other variables.
This is justified by the fact that production and per-
ception processes are deeply linked in conversation
and that entrainment at those lower level seems
to be automatic. Second, we consider that some
amount of convergence should be observed within
the time frame of a conversation even though we
acknowledge that the “two halves” approach is ex-
tremely crude in this respect. Third, similarly to
(Cohen Priva et al., 2017) our approach is based
on a large conversational corpus with the intention
of overcoming the noise and the small size of the
effect by increasing the amount of data considered.

The paper starts with a review (Section 2) of re-
lated works describing previous studies that focus
on convergence. Then in Section 3 we introduce
the dataset that we used in our analysis and we de-
scribe the DA tagger. Section 4 shows the feature
extraction of the variables we scrutinized in this
work and the methodology we apply to measure
convergence. The results are illustrated in Section
5. Finally, we discuss the results and possible fu-
ture improvements and open aspects in Section 6.

2 Related work

Conversational Interpersonal Dynamics have been
approached at different granularity levels and for
a large range of variables. In terms of granular-
ity, studies can be (i) Inter-conversation compar-
isons ; (ii) Intra-conversation (focusing on the dy-
namics within conversations). Inter-conversation
comparison could be simple correlation studies be-
tween the speakers (Edlund et al., 2009) or, when
the data allows, comparison between values of
a speaker and its conversational partners vs. a
speaker and all other non-partner corpus partici-
pants (Cohen Priva et al., 2017). Intra-conversation
studies vary a lot in term of approaches ranging
from coarse-grained “difference-in-difference” con-
vergence (Edlund et al., 2009; Truong and Heylen,
2012; Cohen Priva and Sanker, 2018) approaches
consisting in comparing differences between speak-
ers in different intervals to fine-grained synchrony
approaches using sliding window in order to com-
pare local speaker similarities (Truong and Heylen,
2012).

While a large body of carefully controlled exper-

iments on lab speech provided results on conver-
gence, the results on real corpora (from the studies
listed in the previous paragraph) provide a more
complex pictures, the exhibition of some effect for
some variables but with a relative fragility of the
magnitude of these effects (Fuscone et al., 2018)
and arise overall many comments on the method-
ological subtleties and mentions to room for im-
provements (See (Truong and Heylen, 2012; Co-
hen Priva and Sanker, 2018) for instance).

Finally in regards to the scrutinized features of
speech, (Natale, 1975) has shown that modulating
experimentally the intensity of voice of a shadow
partner during the conversation led the participants
to change their intensity converging to the partner’s
values. (Edlund et al., 2009) targeted interactional
variables of pauses and inter-speakers gaps duration
showing convergence between the speakers. Pitch
was the focus of (Truong and Heylen, 2012; Bonin
etal., 2013) while speech rate had been investigated
for example in (Cohen Priva et al., 2017).

Our hypothesis, derived from both the empirical
results above and the theoretical models (Pickering
and Branigan, 1998; Giles and Powesland, 1997),
is that automatic entrainment and strategic adap-
tation are blending in to produce convergence and
synchrony phenomena. This blend is complex but
intuitively, respectively low-level variables (such as
intensity) and high-level variables (such as lexical
or syntactic choices) may be more impacted by au-
tomatic entrainment and strategic adaptation. This
could explain why firmer and more results seems
to be obtained on low-level variables (Natale, 1975;
Levitan, 2014).

To summarize conversational interpersonal dy-
namics, that is supposed to be an established phe-
nomenon, can be surprisingly difficult to track in
real conversations. The main issue is the hetero-
geneity of the speech activities both within a con-
versation (huge and rapid variation across time de-
pending on what interaction is doing) and across
conversations. We propose here to use dialogue
acts to “organize” and filter conversational activ-
ities within large generic corpora. Moreover, to
account for adaptation one must take precise care
of speaker profiles. Our approach therefore focuses
on relatively low level variable to avoid as much as
possible the “adaptation” part of the interpersonal
dynamics.

Our question is whether we can observe more
reliably interpersonal dynamics in raw, manually
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| All | St | Opi. | Be. |

SWBD 180h | - - -
SWDA 41h | 17h | 7h | 1h
SW-Auto | 11%h | 47h | 15h | 3h

Table 1: Results Summary : Hours of speech excluding
noise and silence

DA-tagged (smaller) or automatically DA-tagged
(larger) dataset even if we reduce the data size. An
underlying question being whether the noise in-
troduced by the DA-tagging uncertainty and the
data size reduction is compensated by the gain
in homogeneity between the material that is com-
pared. Finally, a side question is whether some
DA-specific subsets (e.g backchannel) are interest-
ing sub datasets for studying specific interpersonal
effects.

3 Dialogue Act Filtering and DataSets

In conversational speech, a large amount of vari-
ability that can be observed for a given speech
variable across time is due to the different speech
activities that are performed by the speakers. For
instance, participants can remain rather passive, be
very narrative or inquisitive, etc.; We attempt to
deal with this crucial issue by using dialogue acts
(DA) as a proxy for creating subset corresponding
to different “dialogue activity”. We only used the
acts dominating the DA distribution: Statement,
Opinion, Backchannel

3.1 Raw dataset

Switchboard (Godfrey et al., 1992) is a corpus
of telephonic conversations between randomly as-
signed speakers! of American English discussing
a preassigned topic. The corpus consists of 2430
conversations (of an average duration of 6 minutes)
for a total of 260 hours, involving 543 speakers.
The corpus has audio, time aligned transcripts and
a segmentation into utterances.

3.2 Manually tagged datasets

642 Switchboard conversations have been seg-
mented and annotated for dialogue acts (DA) (Cal-
houn et al., 2010). The DA-tagged set has been
simplified to 42 tags but a few of them (Statement:
36%, Backchannel: 19%, Opinion: 13%) are domi-
nating the distribution, illustrated in Table 2. See
(Stolcke et al., 1998) for the details.

!'Speakers therefore do not know each other.

DA type Example
STA ”And that was pretty heartrending for her”
OPI ”money seems to be too big of an issue.”
BAC ”Uh-huh.”
AGR “you’re right”

Table 2: Examples for the DA types used.

Prediction Score
Class | Precision \ Recall \ F1
BAC 0.78 0.84 | 0.81
STA 0.78 0.73 | 0.75
OPI 0.47 0.61 | 0.53
OTH 0.71 0.68 | 0.69

Table 3: Prediction score of the Turn Tagger for the
classes: Backchannel (BAC), Statement (STA), Opin-
ion (OPI).

3.3 Automatically tagged dataset

Since Switchboard provides human annotation for
a subset of the entire corpus, we propose to use a
turn tagger on each conversation.

We considered to first try the categories that con-
tain the majority of classes, said Statement (STA),
Backchannel (BAC), Opinion (OPI) and Other
(OTH) as shown in Figure 1. We used as train,
development and test sets the NXT Switchboard
corpus that contains annotated Dialog Acts for 642
conversations. As the dialog acts do not match
the turn segmentation of the conversations, we
label each turn of the corpus by assigning one of
the majority class, among the DA tags used in the
turn. The model we used is described in (Auguste
et al., 2018) and inspired by the model of (Yang
et al., 2016). It is a two level hierarchical Neural
Network (with learning rate = 0.001, batch size
= 32, max length of each turn = 80, embeddings
words dimension = 200). In the first level each
turn is treated singularly taking into account the
words that form the turn while the second level
is used to take into account the whole turn in
the context of the conversation. Each level is a
bidirectional Long Short Term Memory (LSTM).
We used 80% of switchboard data as training set,
10% for development and 10% for the test set.

Score for the classes are reported in Table 3.
In particular the class Opinion presents a low
score in both precision and recall. As expected
the class Other as well, that contains all other
DA types, has a low score. In order to improve
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Prediction Score
Class Precision ‘ Recall ‘ F1
BAC+AGR 0.88 0.85 | 0.86
STA+OPI 0.84 0.92 | 0.87
OTH 0.62 049 | 0.55

Table 4: Prediction score of the Turn Tagger for the 3
classes.

the precision and recall of the tagger, we try to
reduce the noise of the tagging task by adopt-
ing a grouping of similar categories, correspond-
ing to Statement+Opinion (STA+OPI), Backchan-
nel+Agreement (BAC+AGR) and Other (OTH)
which includes all the other dialog acts. This group-
ing was obtain by first considering only the DA
dominating the distribution. Then we manual in-
spect many examples of each dialogue act and fig-
ure that although functionally different statements
and opinions on the one hand; backchannel and
Agreement on the other hand corresponded to very
similarly conversational activities. More precisely,
the former have clear main speaker feeling with a
lot of semantic content while the later have a much
more listener nature with various kinds of feedback
related lexical items (see Table 2). The resulting
distribution is 52% STA+OPI, 25% BAC+AGR
and 23% of OTH. The Accuracy of the DA tagger
is 81% on the test set, the details for each category
is reported in table 4. The accuracy of the class
OTH, as expected, is lower compared to the other
2 classes, taking into account that it is formed by
heterogeneous DA acts.

4 Analysis

4.1 Feature processing

Energy (E) and Pitch (P) are computed from the
audio files with the help of openSMILE (feature
extraction and audio analysis tool) by (Eyben and
Schuller, 2015) while Speech Rate (R) is com-
puted using time aligned transcripts.

Energy (E): One of the issue of telephonic con-
versation is the distance mouth-microphone that af-
fects measured values of voice intensity. This adds
noise to the distribution of values across speakers,
even for the same speaker across different conver-
sations. So to reduce this effect we introduce a
normalization factor consisting in dividing each
speaker E values by the average E produced by
that speaker in the entire conversation. In addition,
to reduce the environmental noise, we computed

the average E using the temporal windows where
the probability of voicing is above 0.65. Then we
computed for each conversational unit (turn or Dia-
log act as provided by Switchboard transcripts) the
average E.

Pitch (P): We computed the average in each con-
versational unit for each speaker.

Speech Rate (R): We used the approach pro-
posed by Cohen-Priva (Cohen Priva et al., 2017)
that defines R for an utterance as the ratio between
the actual duration of the utterance and its expected
duration (computed by estimating every word dura-
tion into the whole corpus, for all speakers). Values
above / below 1 correspond respectively to fast /
slow speech compare to the average of the corpus.
In order to make the measure R more reliable we
consider only utterances having more than 5 to-
kens.

4.2 Convergence

We divide each conversation into two halves and
compare the distance between the average values
of the target variables coming from each speaker.
(Truong and Heylen, 2012; Edlund et al., 2009).

We computed the difference between the mean
value of target variables for the two speakers in
both halves. This provided us two values (first
and second interval) for each variable and each
conversation:

AV, =|V ;i — Vg | (D

, where @ = 1, 2 refers respectively to the first and
second interval, A and B indicate the speakers who
take part in the conversation while V' could be £
(Energy), F'0 (Pitch) and R (Speech rate). Our
aim is to test the hypothesis that convergence, on
such rather low-level variables, occurs during the
interaction. We therefore computed the difference
between both intervals, resulting in a distribution
of these values in both intervals for the whole cor-
pus. We then fitted a linear mixed regression model
to this distribution to test if there is a significant
difference across the intervals. Moreover, the sign
of the estimate of the model provides us the direc-
tion of the evolution. We use the 1me4 library in
R (Bates et al., 2014) to fit the models and provide
t-values. The 1lmerTest package (Kuznetsova
et al., 2014), which encapsulates 1me4, was used
to estimate degrees of freedom. (Satterthwaite ap-
proximation) and calculate p-values. In the model,
the AV is the predicted value, the A and B identi-
ties as well as the topic of the conversation are set
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| All | St. [ Opi. | Be. |

SWBD ER | X X X
SW-DA-Man. | ER | ER - E
SW-DA-Auto. | X - - E

Table 5: Difference-In-Difference Results Summary:
E: Energy; P: Pitch ; R: Speech Rate; -: any signif-
icance; X: no performed experiments. normal font :
p-value<0.05 ; bold : p-value < 0.01

as random intercepts. The model, in R notation, is
AV, ~ t; + (1] topic) + (1 | speakers) + (1 |
speakerp).

We computed the mean target variables in the
two intervals following the same method as for
the whole dataset. Excluding conversations with
undefined values (miss one or more average in-
terval values), the number of conversations is 593
for Statement, 581 for Backchannel and 381 for
Opinion.

5 Results

We report the results in the case of the whole
dataset without DA (SWBD) and the DA manually
tagged (SW-DA-Man.), the results for the Dialog
acts grouping that refers to SW-DA-Man. and the
dialog acts automatically tagged (SW-DA-Auto).
The results are summarized in Tables 5 for Inter-
Speaker correlations and 6 for convergence.

| All | St. + Opi. | Bc. +Agr. |
SWBD ER X X
SWBD-Auto | X ER E

Table 6: Difference-In-Difference Results Summary:
E: Energy; P: Pitch ; R: Speech Rate; -: any signif-
icance; X: no performed experiments. normal font :
p-value<0.05 ; bold : p-value < 0.01

5.1 No Dialog acts filtering (SWBD and
SW-DA-Man.)

The use of the whole dataset without considering
DA filtering is shown in Table 7. Convergence
arises for Energy and Speech Rate. When using the
DA-tagged part of Switchboard (642 conversations,
corresponding to 41 hours when excluding silence
and noise) as reported in table 8, there is a weaker
effect both on E and R while FO doesn’t show any
significant effect. The less strong significance com-
pared to the SWBD case is expected, considering
the huge data size reduction. For R instead, the

effect seems to be stronger in this case despite the
reduction of conversations.

SWBD Entire Corpus (180 hours)
Feature | Estimate ‘ std ‘ p-values
E-Mean | -0.063 [ 0.012 | 7 x 107
P-Mean -0.044 | 0.021 0.490
R-Mean | -0.049 | 0.024 0.046

Table 7: Parameters our linear model for energy, pitch
and speech rate for the raw corpus and for the manu-
ally tagged corpus. Speech rate was not considered for
backchannel.

SW-DA-Man. | Whole DA-tagged subset (41 Hours)
Feature Estimate \ std \ p-values
E-Mean -0.054 | 0.021 0.026
P-Mean -0.057 | 0.040 0.158
R-Mean -0.106 | 0.047 0.026

Table 8: Parameters our linear model for energy, pitch
and speech rate for the raw corpus and for the manu-
ally tagged corpus. Speech rate was not considered for
backchannel.

5.2 DA filtering (SW-DA-Man.)

The results for the categories statement, opinion
and backchannel are reported in Table 9.

The backchannel subset exhibits convergence
for E despite the huge data size reduction. How-
ever, no significant effects in FO and R were found
in category most likely because backchannel are
made of very short utterances, including frequently
one word and for which estimated duration is a
problematic question.

Opinion DA-tag filtering seems to reduce too
much both the data size as well as the samples
number participating to the mean calculation for
each halves and provides more noisy data in which
significance cannot be attained.

The statement subset shows convergence for en-
ergy and speech rate. Considering just statement
seems to clean the dataset by feedback-related dif-
ferences as well as strong disfluencies (type aban-
doned in Switchboard). This helps observing the ef-
fect for speech rate. Contrarily, the wide variety of
statements in terms of utterance duration could be
an issue for pitch since contours and physiological-
related decreasing slope could result in a lot of
noise for this variable. Overall the comparison of
the results of the non-filtered datasets and of the
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Table 9: Results for SW-DA manually tagged: Param-
eters our linear model for energy, pitch and speech rate
for the raw corpus and for the manually tagged corpus.
Speech rate was not considered for back-channels.

filtered subsets suggests interesting patterns. For
whole dataset, the data on which we compute the
mean is much more dense and therefore the calcu-
lation robust, this seems to be enough to establish
a trend for E and R. However, FO doesn’t show any
significant effect for all the dataset (entire, subset
and DA-acts of the Switchboard corpus). This prob-
ably can be explained considering that pitch is a
more complex variable in the natural conversations
framework and an average approach can’t get the
more strategic behavior of pitch ((Reichel et al.,
2018)).

Backchannel is a strong filter (that controls
for lexical content, duration and even the utter-
ance function which is precisely delineated — the
most frequent items are ”Yeah” = 35%, “Uh-huh”
= 18%, "Um-hum” = 16%, "Right” = 9%). How-
ever estimates for speech rate for backchannel is ex-
tremely problematic because of its linguistic form.
In the case of opinion the strong reduction of data
size is likely the cause to not find any effect. Fi-
nally, about statements it seems that filtering out
very different utterances helps in bringing a more
coherent dataset and therefore observing the con-
vergence effect on E and R.

5.3 DA automatically tagged (SW-DA-Auto)

Here we report the results we obtained using the
DA, grouped as statement, opinion and backchan-
nel in Table 10 and the grouping of statement +
opinion, backchannel + agreement in Table 11.

SW-DA-Man. Backchannel (1 Hour) SW-DA-Auto Backchannel (3 Hours)
Feature Estimate ‘ std ‘ p-values CLASS Estimate ‘ std ‘ p-values
E-Mean -0.082 | 0.041 | 0.045 E-mean -0.079 | 0.031 | 0.009
P-Mean 0.043 0.022 | 0491 P-mean 0.003 0.002 | 0.815
SW-DA-Man. Statement (17 Hours) SW-DA-Auto Statement (47 Hours)
Feature Estimate \ std \ p-values CLASS Estimate ‘ std ‘ p-values
E-Mean -0.071 10.0231 0.032 E-mean -0.040 | 0.025 | 0.2396
P-Mean -0.025 | 0.038 | 0.653 P-mean 0.009 | 0.004 | 0.611
R-Mean -0.123 | 0.049 | 0.012 R-mean -0.004 | 0.004 | 0.332
SW-DA-Man. Opll’llOl’l (7 HOMI"S) SW-DA-Auto Opmlon (]9 HOI/H'S)
Feature Estimate | std [ p-values CLASS Estimate | std | p-values
P-Mean -0.032 0.053 0.552 P-mean -0.014 0.032 0.663
R-Mean -0.096 0.061 0.115 R-mean -0.008 0.009 0.369

Table 10: Results for SW-DA automatically tagged:
Parameters of our linear model for energy, pitch and
speech rate for the corpus automatically tagged consid-
ered statement, opinion and backchannel as DA classes.
Speech rate was not considered for backchannel

Comparing the results of the dataset automati-
cally tagged and the subset with human annotation
5.2 we note that the only variable that shows conver-
gence is energy in the case of backchannel. Even
the number of conversations increases compared
to the manual annotated dataset, the tagging stage
could introduce noise derived by the turn that are
non correctly labeled. As consequence this could
have been affected the measure of distances be-
tween speakers.

Using indeed the classes derived by grouping
similar classes ( statement + opinion and backchan-
nel + agreement) results in an emerging conver-

SWDA-Auto | Backchannel + Agreement
CLASS Estimate \ std \ p-values
E-mean -0.079 | 0.028 | 0.006
P-mean 0.053 | 0.028 | 0.192
SWDA-Auto Statement + Opinion
CLASS Estimate ‘ std ‘ p-values
E-mean -0.055 | 0.011 | 4-10°6
P-mean -0.035 | 0.038 | 0.353
R-mean -0.075 | 0.021 0.008

Table 11: Parameters of our linear model for energy,
pitch and speech rate for the corpus automatically
tagged considered statement + opinion and backchan-
nel + agreement as DA classes. Speech rate was not
considered for backchannel.
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Figure 1: Each turn, following the provided segmenta-
tion by SW, is labeled considering the majority of dia-
logue acts that forms the turn.

gence effects for energy and speech rate. The reduc-
tion of distance between speakers in the second half
of the conversation results in both the STA+OPI
and BAC+AGR, showing that energy is the variable
that mostly exhibits convergence. These results
compared to the one of Table 10 could be partially
explained by the fact that the performances of the
tagger are better in this case. Increasing the pre-
cision reduces the noise of mislabeled turns that
influence the filtering of DA.

6 Discussion

In this study we scrutinized convergence during
the course of a conversation and in a real world
setting (Switchboard corpus). Our work is a
step toward using conversational corpus in more
controlled studies on specific phenomena by using
dialogue acts as a speech activity filter that reduces
noise of real conversational dialogues and at the
same time study convergence that happens within
conversations (most of previous work establishes
convergence by comparing speakers’ distance in a
conversation to other conversations and not what is
happening in the time course of a conversation).
Our experiment consists in comparing the speakers
difference between average values of a given vari-
able in the first and second half per conversation,
for the entire corpus and for the subsets made by
DA annotations.

Our results show that speakers tend to have a
more similar average values in the second half of
the conversation for E and R. This confirms the
results obtained on experimental lab speech and it
is compatible with the results at corpus level.

The second idea we developed in this study is that
dialog acts can have different behaviors in regard
of convergence. We then split the whole datasets
into sub set corresponding to specific frequent
dialogue acts. Also in this case every significant
or nearly significant difference correspond to a
reduction of the distance between the speakers in

the second part.

This result is interesting considering that the
magnitude of the effect is still present even if in
the dialog acts subsets the number of data to com-
pute average values dramatically decreases ( Table
1). The same trend is also found using a DA tag-
ger of the turns produced by the speakers. Also in
this case even if the automatic tagging introduce
some noise the averages distance in second half of
conversation decreases as shown in 11 and 10.

Our results complement and strengthen the
picture provided by the literature. They also open
up the possibility to a range of studies on large
corpora, including new studies taking advantage
on large corpora partially controlled a posteriori
thanks to dialogue act tagging.

As for future work, we would like to confirm
our results by replicating them on the larger Fisher
corpus (Cieri et al., 2004). We also plan to tag
the entire corpus in order to increase the statisti-
cal power as done for Switchboard. Finally, we
would like to articulate out findings with the re-
sult on more local interpersonal dynamics such as
synchrony (Levitan and Hirschberg, 2011).
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