Character Initiative in Dialogue Increases User Engagement and Rapport
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Abstract

Two dialogue policies to support character initiative were added to the Digital Survivor of Sexual Assault, a conversational agent designed to answer questions about sexual harassment and assault in the U.S. Army: (1) asking questions of the user, and (2) suggesting conversation topics after a period of inactivity. Participants who interacted with a system that had these initiative policies reported that they felt higher engagement and rapport with the character, compared to participants who interacted with the baseline system. There was also a positive correlation between the number of instances of character initiative in a dialogue and the level of engagement and rapport reported by participants.

1 Introduction

There is a large body of work discussing the efficacy and benefits of using conversational agents as educational and assistive tools (Rickel, 2001; Kerly et al., 2009; Bickmore et al., 2013; Graesser et al., 2014; Gardiner et al., 2017). Some of these systems are designed more for formal educational learning, while others are designed to educate with the intent of changing the user’s behavior (Bickmore et al., 2013; Gardiner et al., 2017).

The Digital Survivor of Sexual Assault (DS2A: Artstein et al., 2019) was created to educate U.S. Army soldiers on the topic of sexual assault, in an effort to change attitudes and behavior and help prevent future harassment and assault. Inspired by the New Dimensions in Testimony project of conversation with Holocaust survivors (Traum et al., 2015), the DS2A system allows users to engage in a natural conversation with audio-visual recordings of Specialist Jarett Wright, a U.S. Army soldier who was sexually assaulted by senior members of his company while stationed in Iraq in 2010. Through conversation, users learn about Jarett’s experiences of assault, retaliation, litigation, and other aspects of his life that were shaped by the assault. The interactive conversation is intended to forge a personal bond between the users and Jarett. The system is presently deployed by the U.S. Army in Fort Leavenworth, Kansas, and is used in training career professionals who deal with educating, preventing, and reporting of sexual harassment and assault in the Army (Figure 1).

An example conversation with Jarett is shown in Figure 2. This excerpt is typical of conversations with the DS2A system, and it shows the reactive nature of the system’s operation: the system answers the user’s questions, but does not take the initiative to ask questions of the user. However, there is evidence that asking questions helps the connection between two parties in a conversation. Burbules and Rice (1991) state that communicative virtues such as showing interest in a person’s thoughts and opinions promote serious and open discussion. Nystrand and Gamoran (1991) found that student engagement has a direct correlation with academic achievement, with students who were more engaged being better able to absorb and retain the information presented. Addi-
So, I think I handled it in the proper way. Army and, uh, my First Sergeant was force retired. and they, my Commander was, uh, kicked out of the ipating in and I just let the legal system do their job

I wanted to get revenge on my chain of command and I think I did so in the best way possible by get-
ing hold, getting a hold of these videos that we had

In terms of, uh, my parents finding out about the sexual assault and how they dealt with it, um, I don’t know to this day if my dad knows about it or not. Uh, I haven’t talked to him in over 12 years, so, I don’t, I don’t even know where he is, what state he lives in. But my mom… obviously, my mom took it very hard. Uh, when I finally told her about it, um, she had already known that this incident took place, she just didn’t know all the details. And when I explained it to her, it was just the full emotional breakdown of, the one thing that she didn’t want to have happen when I joined the military, happened and that was, uh, her baby got hurt. So, for her, it was, it was a very emotional time for her, um, which ended up being a very emotional time for me because I have to explain that to her and I have to see, I have to hear tears, I have to see the pain that she’s going through and that just, it only made things worse for me.

What advice do you have for those that work with victims of sexual assault?

If you find yourself in a situation similar to mine, um, with a similar command climate and, um, this hazing culture, you need to step up and say something to somebody. Go talk to your first line leader about it. If they don’t do anything, you go talk to your Squad Leader. If they don’t do anything, you go to your Platoon Sergeant. And you just keep going up the chain of command, as high as you need to take it, even if you need to go to your Brigade Commander personally and, and talk about this. I guarantee you, leadership will change on the spot, it uh, the situation will be corrected, but you, you need to step up and say something before somebody ends up getting hurt or sexually assaulted.

What happened to your Charlie troop command team?

I wanted to get revenge on my chain of command and I think I did so in the best way possible by get-
ing hold, getting a hold of these videos that we had of my birthday hazing event where they were particip-
ing in and I just let the legal system do their job and they, my Commander was, uh, kicked out of the Army and, uh, my First Sergeant was force retired. So, I think I handled it in the proper way.

Figure 2: Sample conversation with Jarett Wright

tionally, Nystrand et al. (2003) underline the im-
portance of maintaining student engagement with “authentic questions” which encourage them to share their own ideas and opinions. It is there-
fore reasonable to hypothesize that user engage-
ment and rapport could be increased by giving the DS2A system an ability not only to respond to user questions, but also to engage the user by asking questions of its own.

Establishing rapport between users and conversa-
tional agents is an important component of creating engagement; in human-robot interaction it has been shown to increase customer comfort (Kanda et al., 2009) and social influence (Artstein et al., 2017). There has been a fair amount of work on using online measures to track user engagement in real time, using visual cues such as eye-gaze and head movement (see Sidner et al., 2005; Nakano and Ishii, 2010; Bohus and Horvitz, 2014); similar on-line measures have also been developed for assessing rapport (Zhao et al., 2016). However, such online measures were not available to us due to time and budget constraints, so we estimate user engagement and rapport using a post-interaction questionnaire.

This paper presents two main contributions: a set of policies for a reactive, question-answering character to take initiative and ask the user questions (section 2), and an experiment that shows that these policies increase user engagement and rapport, compared to interaction with a baseline system (section 3). We conclude by discussing some limitations of the experiment (section 4).

2 System Description

2.1 Baseline system

The baseline DS2A system is designed as an in-
tegrated application in the Unity game engine (https://unity3d.com); it incorporates several components from the USC ICT Virtual Human Toolkit (Hartholt et al., 2013), which is publicly available (http://vhvtoolkit.ict.usc.edu). Input to the system is user speech, and the output is video clips of Jarett, recorded in our Light Stage studio. The overall system architecture is shown in Figure 3; a more detailed description is given in Artstein et al. (2019).

The baseline system uses a fairly standard pipeline for processing user utterances: audio from the user is sent to a speech recognizer, and the text output of the recognizer is sent to
the dialogue manager component, which selects a video response to be played back to the user. DS2A uses the NPCEditor component from the Virtual Human Toolkit (Leuski and Traum, 2011), which combines statistical Natural Language Understanding (NLU) with rule-based dialogue management. The NLU functionality is trained on question-answer pairs, and for each user question it returns a ranked list with zero or more appropriate responses (an empty list means that the classifier wasn’t able to find an appropriate response). The dialogue manager functionality uses this ranked list to choose a response. The default action is to pick the top-ranked response; additional policies for avoiding repetition and handling non-understanding are described in section 2.3.

The baseline system is completely reactive: it acts in response to each user utterance, and it acts only in response to user utterances.

2.2 Mixed-Initiative Dialogue

We define character initiative as any character utterance which is not a reaction to a user utterance. To create a mixed-initiative dialogue experience, we implemented two types of character initiative by adding rules to NPCEditor’s rule-based dialogue manager: follow-up questions and timeout suggestions.

**Follow-up questions** are designed to build rapport and encourage the user to engage more deeply with a topic; they are directly tied to the character utterances selected by the default dialogue manager. For example, if in response to a user question Jarett talks about his affinity for video games, he may follow up by asking the user about their video game preferences (Figure 4). If the user responds to the question, then Jarett will reply with a feedback utterance, completing an Initiation-Response-Feedback (IRF) exchange unit (Sinclair and Coulthard, 1975).

We annotated some of Jarett’s responses with potential follow-up questions (see section 2.4 below); whenever Jarett issues a response, the dialogue manager checks to see if the response is associated with a potential follow-up question. In order to avoid asking too many questions, Jarett will ask a follow-up question only if an initiative utterance has not been delivered in any of the last three system utterances. Also, to avoid repeating himself, Jarett will not ask a follow-up question that he has already used in the same session, except for a few generic follow-ups which may be repeated, such as “How about you” or “If you were in my situation, what do you think you would have done?”

After Jarett asks a follow-up question, the system needs to determine whether the following user utterance is a response to the question. In principle this could be achieved by the NLU functional-
ity; however, at this point we do not have enough data to reliably train the NLU to identify user responses to follow-up questions. We therefore use a simple time-based heuristic, and assume that a user’s utterance is a response to Jarett’s question if a substantial portion of the question was actually played; in this case, Jarett will react to the user’s utterance with a feedback utterance. However, if the user interrupts the initiative question more than two seconds before it is scheduled to end, it is assumed the user did not hear the initiative question, and the system will process the user’s utterance using its default policy.

**Timeout questions** are designed to re-engage a participant after a period of inactivity. The time interval required to trigger a timeout varies between installations. The instructional system in Fort Leavenworth is typically used in front of a class, and we found that a threshold of 40 seconds provided a good balance between prompting the instructor and not being too disruptive. However, in piloting for the experiment reported below we found this threshold to be too long for one-on-one conversations, so we reduced it to 15 seconds for the experiment.

The timeout question can be a follow-up question to Jarett’s previous utterance, if such a follow-up is available but wasn’t asked previously due to the restriction of not asking too many follow-ups in succession. If a follow-up question is not available, then the timeout question utilizes the topic suggestion concept from NPCEditor’s default dialogue manager (Leuski et al., 2006; Leuski and Traum, 2011). Originally designed to bring the user back into the domain of conversation after several consecutive instances of non-understanding (see section 2.3.2), we added topic suggestions as timeout questions, which serve not only to re-engage participants, but also to inform them of what the system can talk about in the event they cannot think of anything to ask. The system has 49 topic suggestion utterances covering 20 varied topics such as sexual assault prevention, reporting, retaliation, and bystander intervention. At the beginning of each session the system generates a list of all the topic suggestions, and then goes through the list throughout the session.

### 2.3 Additional dialogue policies

In addition to the policies above, the initiative system retains the reactive dialogue management policies of the baseline system. The policies below are all default policies that come with NPCEditor and are described in Leuski and Traum (2011). These policies are triggered by an incoming user utterance and its NLU interpretation, which takes the form of a (possibly empty) ranked list of appropriate responses by Jarett; they handle responding to user utterances, avoiding repetition, dealing with non-understanding, and special cases.

#### 2.3.1 Responses and repetition avoidance

If the NLU functionality returns a non-empty list of responses, the dialogue manager will choose one of those responses to play to the user. The choice balances rank (for best match) and recency (to avoid repetition): if the list contains utterances that were not used by Jarett in the last ten turns, it will use the highest ranked of these; otherwise, it will use the least recently used utterance.

#### 2.3.2 Handling of non-understanding

If the NLU returns an empty list, the dialogue manager uses a strategy designed to gradually move the speaker to saying something the system can understand (Artstein et al., 2009). With each successive non-understanding, Jarett will go further down the following list.

1. Say again: Jarett asks the user to repeat their question.
2. Don’t understand: Jarett tells the user he doesn’t understand their question.
3. Can’t answer: Jarett informs the user he can’t answer their question.
4. Topic suggestion: Jarett suggests a new topic.

If at any point the user says something that is understandable (that is, the NLU returns a non-empty list), then the policy goes back to that in section 2.3.1 and the non-understanding counter resets to zero.

#### 2.3.3 Special utterances

While choosing a response typically means playing the video clip associated with the response, NPCEditor also allows for special response tokens that do some other action. One such token is used in the DS2A system: replaying the previous response. This token is selected by the NLU as the
In high school I played, uh, I played football in high school and I also would run track and cross country in the off season.

**Initiation**
What’s your favorite sport?

**Response**
My favorite sport is football.

**Feedback**
Sounds interesting.

Figure 5: Follow-up to positive sentiment

During my personal hazing event there was three attackers and one person filming. Um, for my roommate’s, I believe it was five NCOs for my roommate’s.

**Initiation**
Have you ever noticed anything throughout your military career, um, that you start to question now, after hearing my story?

**Response**
Yes, I have noticed a few birthday bashes as you spoke.

**Feedback**
Thanks for sharing your opinion on that.

Figure 6: Follow-up to negative sentiment

interpretation of user utterances like “Could you repeat that?” If this token is selected by the dialogue manager (according to the policy in section 2.3.1), then Jarett will repeat his most recent utterance.

### 2.4 Annotations

The initiative policies require annotations that are not part of the default set-up of NPCEditor; these annotations were achieved by defining several new fields, detailed below (NPCEditor allows an unlimited number of user-defined fields).

**Follow-up Questions.** Each of Jarett’s utterances is annotated with a field that lists (zero or more) potential good follow-up questions.

**Follow-up Sentiment.** Character utterances with follow-up questions are annotated with a sentiment label (positive, negative, or neutral). Jarett’s feedback to a user’s response matches the sentiment of the utterance that triggered the follow-up question (Figures 5 and 6).

### Uutterance Length.

Each of Jarett’s follow-up questions is annotated with its length, so that in case the question is interrupted by the user, the dialogue manager will know whether to issue a feedback utterance.

### 3 Experiment

In order to determine whether the mixed-initiative dialogue strategy has an effect on user engagement and rapport, we conducted an experiment comparing interactions with the baseline system and the initiative system. Each participant interacted with one version of the system, and we measured participant engagement and rapport using a post-interaction questionnaire. This section describes the experimental design and results, demonstrating that mixed initiative interaction does lead to increased engagement and rapport.

### 3.1 Method

**Materials.** We compared two versions of the DS2A system: a baseline system with the default dialogue management policies, and an initiative system with the default and initiative policies. The content was the same as in the system used by the U.S. Army, except that we removed some of Jarett’s utterances which included “colorful” language. Participants interacted with the system on a MacBook Pro laptop running the Windows 10 operating system, using the laptop’s built in display, speakers, microphone and trackpad.

**Participants.** A total of 58 participants were recruited through an ad on Craigslist (https://www.craigslist.org), paper flyers posted on a university campus, and a mass email sent to the Computer Science department. Participants were divided equally between the two experimental conditions. One participant was excluded from analysis because they chose to end the interaction early, resulting in a total of 29 participants in the baseline condition, and 28 in the initiative condition. The participants were 25 female, 32 male; most were between the ages of 18–27; the most common ethnic background was Asian; and the majority of participants had no affiliation or relation with the military (Table 1). Participants were given $10 as compensation for their participation in the study.

**Procedure.** Each participant interacted with either the baseline system or the initiative version of
Table 1: Demographics of study participants

<table>
<thead>
<tr>
<th>Age</th>
<th>Baseline</th>
<th>Initiative</th>
<th>Hi Init</th>
</tr>
</thead>
<tbody>
<tr>
<td>18–27</td>
<td>50</td>
<td>27/28</td>
<td>21/22</td>
</tr>
<tr>
<td>28–37</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38–47</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>48–57</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Military Affiliation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Close friend or family</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Race</th>
<th>Baseline</th>
<th>Initiative</th>
<th>Hi Init</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asian</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black/African American</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Means of questionnaire responses

<table>
<thead>
<tr>
<th>Measures</th>
<th>Baseline</th>
<th>Initiative</th>
<th>Hi Init</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants</td>
<td>29</td>
<td>27/28</td>
<td>21/22</td>
</tr>
<tr>
<td>Engagement</td>
<td>3.60</td>
<td>3.84</td>
<td>3.95</td>
</tr>
<tr>
<td>Rapport</td>
<td>3.66</td>
<td>3.83</td>
<td>3.94</td>
</tr>
</tbody>
</table>

The engagement and rapport questionnaire was given on two sheets of paper, the first with the engagement questions and the second with the rapport questions (Figure 7). The questions about engagement were devised specifically for this study, while the questions about rapport were adapted from von der Pütten et al. (2010) and Artstein et al. (2017). Each question was rated on a 5-point scale: 1 Strongly Disagree, 2 Disagree, 3 Neither Agree nor Disagree, 4 Agree, 5 Strongly Agree. We devised two measures, one for engagement and one for rapport, by summing the responses to the positive questions, subtracting the reverse-coded questions, and normalizing the result to the interval 1–5.

We compared the baseline and initiative groups using t-tests, and used ANOVAs to test for interactions with gender. Since initiative behavior is dependent on the course of the dialogue, some participants in the initiative condition experienced very little initiative behavior by the system. It is not immediately clear how to treat these low-initiative dialogues in the initiative group, because the user experience in these dialogues is similar to that of the baseline group. We therefore tested comparisons both between the baseline group and the full initiative group, and also between the baseline group and a “high initiative” subset, defined (somewhat arbitrarily) as those members of the initiative group who experienced at least two initiative utterances in their conversation with Jarett.

For the initiative group, we also measured the correlation between the number of initiative utterances and the level of engagement or rapport.

3.2 Results

The mean values of engagement and rapport for the various groups are shown in Table 2. One participant in the initiative group and high initiative subset did not answer the questions on engagements, so they were excluded from the analysis of engagement. The engagement and rapport scores are highly correlated, both for the baseline group ($r = 0.54$, $df = 27$, $p < 0.005$) and for the initia-
of initiative utterances or the rate of initiative utterances. Second, recall that the rate of initiative utterances was explicitly limited by the dialogue policies (section 2.2); by design, the system is not capable of asking initiative utterances all the time, reflecting our belief that such behavior is undesirable. Therefore, the observed correlation should not be extrapolated into making conclusions about very high rates of initiative utterances.

4 Conclusion
Our experiment shows that the mixed-initiative dialogue strategy increases the levels of perceived user engagement and rapport. In conclusion, we wish to discuss several limitations of the experiment.

Measuring engagement. Much previous research has noted the difficulty of measuring engagement (see e.g., Nystrand and Gamoran, 1991; Cerrato and Campbell, 2017). While many studies have had success in measuring engagement online through the analysis of eye-gaze behaviors, affective postures, and other auditory and visual cues (e.g., Nakano and Ishii, 2010; Sanghvi et al., 2011; Yu et al., 2004; Huang et al., 2016), this was not a strategy available to us for this study. As noted above, our off-line engagement measure was highly correlated with our rapport measure; a better, more direct way of measuring participant engagement would be helpful.

Repetitive feedback. The system contains a total of 16 feedback utterances, and many of these are fairly similar (for example, all 8 instances of feedback to negative sentiment are variations on “thank you for sharing”). In informal discussion, some participants mentioned that the feedback they were receiving seemed repetitive; this may have negatively impacted engagement or rapport. We suspect that a system with more varied feedback utterances could have a more pronounced effect on engagement and rapport.

Removed content. Since this experiment was conducted on a non-military population, the U.S. Army requested that we remove some of Jarett’s utterances that the Army felt were unsuitable for a civilian population (primarily utterances involving “colorful” language). The effect of removing these utterances was a slight reduction in overall coherence, since some user questions which could have
How has your family coped with your sexual assault?

My relationship with my family today is, is much better. I’m, I’m very thankful for the position that I’m in with them. Um, they’re very understanding, they’re very supportive of what I do now.

Do you have any spe-

Are you still close with your family?

Good to know.

Do you have any advice for other individuals who are going through something similar?

Figure 9: Timing issues

received a “colorful” response in the military system had to be treated as non-understanding in the experiment system. The lower coherence of civilian Jarett could have the effect of reducing participant engagement and rapport (though it would have a similar effect on both baseline and initiative conditions).

Timing of follow-up questions. As discussed in section 2.2, follow-up questions are triggered by a preceding utterance by Jarett, and are implemented by playing the question video clip directly after the conclusion of the video clip of the previous utterance. However, since each of Jarett’s video clips is a self-contained conversational turn, the appearance is as if Jarett is yielding the turn to the participant, and then immediately claims the turn and asks a question. This somewhat unnatural sequence of cues often led participants to believe that Jarett was done talking at the end of his original response, so the participant would ask another question immediately; in some cases, participants interrupted early enough that they never heard Jarett’s follow-up question, while in other cases they heard part of the follow-up question, which was cut short by their interruption.

Figure 9 shows a case in which Jarett’s follow-up question cut off the participant’s next question. Jarett’s follow-up question started while the participant was mid-utterance, and an examination of the audio files reveals that the question was played in its entirety. Consequently, the system treated the participant’s cut-off utterance as a response to the follow-up question, and Jarett immediately replied with the feedback “Good to know” even though this was not conversationally appropriate. This is an example of the unnatural conversational cues causing a communicative breakdown, and incidents like this may have had a negative effect on the participants’ engagement and rapport. A better implementation of follow-up questions would be for the dialogue manager to somehow modify the ending of the trigger utterance clip, so that it does not give the impression of yielding the turn to the participant; however, this is not possible using the current tools.

Despite the above limitations, our study shows that a mixed-initiative dialogue strategy can lead to higher levels of perceived user rapport and engagement compared to a fully reactive strategy, when talking to agents designed to educate and inform users. As mentioned in the introduction, higher levels of engagement can lead to better retention of information, and higher levels of rapport can lead to increased social influence. This suggests that agents designed to educate for the purposes of effecting behavioral change would benefit greatly from implementing a mixed-initiative dialogue strategy.
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