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Abstract

Two dialogue policies to support character
initiative were added to the Digital Survivor
of Sexual Assault, a conversational agent
designed to answer questions about sexual
harassment and assault in the U.S. Army:
(1) asking questions of the user, and (2) sug-
gesting conversation topics after a period of
inactivity. Participants who interacted with
a system that had these initiative policies re-
ported that they felt higher engagement and
rapport with the character, compared to par-
ticipants who interacted with the baseline sys-
tem. There was also a positive correlation be-
tween the number of instances of character ini-
tiative in a dialogue and the level of engage-
ment and rapport reported by participants.

1 Introduction

There is a large body of work discussing the ef-
ficacy and benefits of using conversational agents
as educational and assistive tools (Rickel, 2001;
Kerly et al., 2009; Bickmore et al., 2013; Graesser
et al., 2014; Gardiner et al., 2017). Some of these
systems are designed more for formal educational
learning, while others are designed to educate with
the intent of changing the user’s behavior (Bick-
more et al., 2013; Gardiner et al., 2017).

The Digital Survivor of Sexual Assault (DS2A:
Artstein et al., 2019) was created to educate U.S.
Army soldiers on the topic of sexual assault, in an
effort to change attitudes and behavior and help
prevent future harassment and assault. Inspired by
the New Dimensions in Testimony project of con-
versation with Holocaust survivors (Traum et al.,
2015), the DS2A system allows users to engage
in a natural conversation with audio-visual record-
ings of Specialist Jarett Wright, a U.S. Army sol-
dier who was sexually assaulted by senior mem-
bers of his company while stationed in Iraq in
2010. Through conversation, users learn about

Figure 1: The Digital Survivor of Sexual Assault sys-
tem at the SHARP Academy in Fort Leavenworth,
Kansas. Photo Credit: Stephen P. Kretsinger Sr.

Jarett’s experiences of assault, retaliation, litiga-
tion, and other aspects of his life that were shaped
by the assault. The interactive conversation is in-
tended to forge a personal bond between the users
and Jarett. The system is presently deployed by
the U.S. Army in Fort Leavenworth, Kansas, and
is used in training career professionals who deal
with educating, preventing, and reporting of sex-
ual harassment and assault in the Army (Figure 1).

An example conversation with Jarett is shown
in Figure 2. This excerpt is typical of conversa-
tions with the DS2A system, and it shows the re-
active nature of the system’s operation: the sys-
tem answers the user’s questions, but does not take
the initiative to ask questions of the user. How-
ever, there is evidence that asking questions helps
the connection between two parties in a conversa-
tion. Burbules and Rice (1991) state that commu-
nicative virtues such as showing interest in a per-
son’s thoughts and opinions promote serious and
open discussion. Nystrand and Gamoran (1991)
found that student engagement has a direct corre-
lation with academic achievement, with students
who were more engaged being better able to ab-
sorb and retain the information presented. Addi-
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How are you doing today, Specialist Wright?

I’m good. Thank you.

What’s your life like today?

My life now is ac-, is actually very hopeful. I, I spent
a, a long time here talking about very depressing
and very saddening, uh, horrifying things that have
happened in my life. But as, as I stand now I’m, I,
I actually have a very enjoyable life. I, I could go to
school full time. Uh, I’m very well respected in my
new unit. Um, I’m finally at a point in my life where
I want to start a family. Um, I feel that I can trust
enough to be in a genuine relationship. So thing,
things are actually working out really well for me.

Did you tell your family about your sexual assault?

In terms of, uh, my parents finding out about the
sexual assault and how they dealt with it, um, I don’t
know to this day if my dad knows about it or not.
Uh, I haven’t talked to him in over 12 years, so, I
don’t, I don’t even know where he is, what state he
lives in. But my mom. . . obviously, my mom took
it very hard. Uh, when I finally told her about it,
um, she had already known that this incident took
place, she just didn’t know all the details. And when
I explained it to her, it was just the full emotional
breakdown of, the one thing that she didn’t want to
have happen when I joined the military, happened
and that was, uh, her baby got hurt. So, for her,
it was, it was a very emotional time for her, um,
which ended up being a very emotional time for me
because I have to explain that to her and I have
to see, I have to hear tears, I have to see the pain
that she’s going through and that just, it only made
things worse for me.

What advice do you have for those that work with
victims of sexual assault?

If you find yourself in a situation similar to mine,
um, with a similar command climate and, um, this
hazing culture, you need to step up and say some-
thing to somebody. Go talk to your first line leader
about it. If they don’t do anything, you go talk to
your Squad Leader. If they don’t do anything, you
go to your Platoon Sergeant. And you just keep go-
ing up the chain of command, as high as you need
to take it, even if you need to go to your Brigade
Commander personally and, and talk about this. I
guarantee you, leadership will change on the spot,
it uh, the situation will be corrected, but you, you
need to step up and say something before somebody
ends up getting hurt or sexually assaulted.

What happened to your Charlie troop command
team?

I wanted to get revenge on my chain of command
and I think I did so in the best way possible by get-
ting hold, getting a hold of these videos that we had
of my birthday hazing event where they were partic-
ipating in and I just let the legal system do their job
and they, my Commander was, uh, kicked out of the
Army and, uh, my First Sergeant was force retired.
So, I think I handled it in the proper way.

Figure 2: Sample conversation with Jarett Wright

tionally, Nystrand et al. (2003) underline the im-
portance of maintaining student engagement with
“authentic questions” which encourage them to
share their own ideas and opinions. It is there-
fore reasonable to hypothesize that user engage-
ment and rapport could be increased by giving the
DS2A system an ability not only to respond to user
questions, but also to engage the user by asking
questions of its own.

Establishing rapport between users and con-
versational agents is an important component of
creating engagement; in human-robot interaction
it has been shown to increase customer comfort
(Kanda et al., 2009) and social influence (Artstein
et al., 2017). There has been a fair amount of work
on using online measures to track user engagement
in real time, using visual cues such as eye-gaze and
head movement (see Sidner et al., 2005; Nakano
and Ishii, 2010; Bohus and Horvitz, 2014); similar
on-line measures have also been developed for as-
sessing rapport (Zhao et al., 2016). However, such
online measures were not available to us due to
time and budget constraints, so we estimate user
engagement and rapport using a post-interaction
questionnaire.

This paper presents two main contributions: a
set of policies for a reactive, question-answering
character to take initiative and ask the user ques-
tions (section 2), and an experiment that shows
that these policies increase user engagement and
rapport, compared to interaction with a baseline
system (section 3). We conclude by discussing
some limitations of the experiment (section 4).

2 System Description

2.1 Baseline system

The baseline DS2A system is designed as an in-
tegrated application in the Unity game engine
(https://unity3d.com); it incorporates several
components from the USC ICT Virtual Human
Toolkit (Hartholt et al., 2013), which is pub-
licly available (http://vhtoolkit.ict.usc.
edu). Input to the system is user speech, and
the output is video clips of Jarett, recorded in our
Light Stage studio. The overall system architec-
ture is shown in Figure 3; a more detailed descrip-
tion is given in Artstein et al. (2019).

The baseline system uses a fairly standard
pipeline for processing user utterances: audio
from the user is sent to a speech recognizer,
and the text output of the recognizer is sent to

https://unity3d.com
http://vhtoolkit.ict.usc.edu
http://vhtoolkit.ict.usc.edu
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Figure 3: System architecture (* = Toolkit component)

the dialogue manager component, which selects
a video response to be played back to the user.
DS2A uses the NPCEditor component from the
Virtual Human Toolkit (Leuski and Traum, 2011),
which combines statistical Natural Language Un-
derstanding (NLU) with rule-based dialogue man-
agement. The NLU functionality is trained on
question-answer pairs, and for each user ques-
tion it returns a ranked list with zero or more ap-
propriate responses (an empty list means that the
classifier wasn’t able to find an appropriate re-
sponse). The dialogue manager functionality uses
this ranked list to choose a response. The default
action is to pick the top-ranked response; addi-
tional policies for avoiding repetition and handling
non-understanding are described in section 2.3.

The baseline system is completely reactive: it
acts in response to each user utterance, and it acts
only in response to user utterances.

2.2 Mixed-Initiative Dialogue

We define character initiative as any character ut-
terance which is not a reaction to a user utterance.
To create a mixed-initiative dialogue experience,
we implemented two types of character initiative
by adding rules to NPCEditor’s rule-based dia-
logue manager: follow-up questions and timeout
suggestions.

Follow-up questions are designed to build rap-
port and encourage the user to engage more deeply
with a topic; they are directly tied to the character
utterances selected by the default dialogue man-
ager. For example, if in response to a user ques-
tion Jarett talks about his affinity for video games,
he may follow up by asking the user about their
video game preferences (Figure 4). If the user re-
sponds to the question, then Jarett will reply with

So yeah, you are finally pursuing your educa-
tion how does that feel?

I major in computer information systems.
So, I do all sorts of computer programming,
um, simulation programming, uh, any type
of bank security, things like that, as well as
I’m specializing in game design.

Wow, game design is awesome. Did you work
on any game development projects?

Uh, when I was a kid I played a lot of World
of Warcraft and it was in a professional, pro-
fessional guild, uh, worldwide renowned, and
played that for a few years. And during
the time of doing that I made about, proba-
bly around $40,000 and this was way before
the competitive scene is what it is today, so
that’s a lot of money for that time frame and
I was only 16. So, I definitely had money in
my pockets.

Do you have a favorite video game?
Initiation

Yes, I do have a favorite video game. It’s
called Windscape. I used to play that for the
for most of my childhood I played it for 7
years. It’s a multi, it’s a multi-player online
rated game.

Response

Sounds interesting.
Feedback

Figure 4: Follow-up question

a feedback utterance, completing an Initiation-
Response-Feedback (IRF) exchange unit (Sinclair
and Coulthard, 1975).

We annotated some of Jarett’s responses with
potential follow-up questions (see section 2.4 be-
low); whenever Jarett issues a response, the dia-
logue manager checks to see if the response is as-
sociated with a potential follow-up question. In
order to avoid asking too many questions, Jarett
will ask a follow-up question only if an initiative
utterance has not been delivered in any of the last
three system utterances. Also, to avoid repeating
himself, Jarett will not ask a follow-up question
that he has already used in the same session, ex-
cept for a few generic follow-ups which may be
repeated, such as “How about you” or “If you were
in my situation, what do you think you would have
done?”

After Jarett asks a follow-up question, the sys-
tem needs to determine whether the following user
utterance is a response to the question. In princi-
ple this could be achieved by the NLU functional-
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ity; however, at this point we do not have enough
data to reliably train the NLU to identify user re-
sponses to follow-up questions. We therefore use
a simple time-based heuristic, and assume that a
user’s utterance is a response to Jarett’s question if
a substantial portion of the question was actually
played; in this case, Jarett will react to the user’s
utterance with a feedback utterance. However, if
the user interrupts the initiative question more than
two seconds before it is scheduled to end, it is as-
sumed the user did not hear the initiative question,
and the system will process the user’s utterance
using its default policy.

Timeout questions are designed to re-engage a
participant after a period of inactivity. The time
interval required to trigger a timeout varies be-
tween installations. The instructional system in
Fort Leavenworth is typically used in front of a
class, and we found that a threshold of 40 seconds
provided a good balance between prompting the
instructor and not being too disruptive. However,
in piloting for the experiment reported below we
found this threshold to be too long for one-on-one
conversations, so we reduced it to 15 seconds for
the experiment.

The timeout question can be a follow-up ques-
tion to Jarett’s previous utterance, if such a follow-
up is available but wasn’t asked previously due
to the restriction of not asking too many follow-
ups in succession. If a follow-up question is
not available, then the timeout question utilizes
the topic suggestion concept from NPCEditor’s
default dialogue manager (Leuski et al., 2006;
Leuski and Traum, 2011). Originally designed to
bring the user back into the domain of conver-
sation after several consecutive instances of non-
understanding (see section 2.3.2), we added topic
suggestions as timeout questions, which serve not
only to re-engage participants, but also to inform
them of what the system can talk about in the event
they cannot think of anything to ask. The sys-
tem has 49 topic suggestion utterances covering
20 varied topics such as sexual assault prevention,
reporting, retaliation, and bystander intervention.
At the beginning of each session the system gen-
erates a list of all the topic suggestions, and then
goes through the list throughout the session.

2.3 Additional dialogue policies

In addition to the policies above, the initiative
system retains the reactive dialogue management

policies of the baseline system. The policies below
are all default policies that come with NPCEdi-
tor and are described in Leuski and Traum (2011).
These policies are triggered by an incoming user
utterance and its NLU interpretation, which takes
the form of a (possibly empty) ranked list of ap-
propriate responses by Jarett; they handle respond-
ing to user utterances, avoiding repetition, dealing
with non-understanding, and special cases.

2.3.1 Responses and repetition avoidance
If the NLU functionality returns a non-empty list
of responses, the dialogue manager will choose
one of those responses to play to the user. The
choice balances rank (for best match) and recency
(to avoid repetition): if the list contains utterances
that were not used by Jarett in the last ten turns, it
will use the highest ranked of these; otherwise, it
will use the least recently used utterance.

2.3.2 Handling of non-understanding
If the NLU returns an empty list, the dialogue
manager uses a strategy designed to gradually
move the speaker to saying something the system
can understand (Artstein et al., 2009). With each
successive non-understanding, Jarett will go fur-
ther down the following list.

1. Say again: Jarett asks the user to repeat their
question.

2. Don’t understand: Jarett tells the user he
doesn’t understand their question.

3. Can’t answer: Jarett informs the user he can’t
answer their question.

4. Topic suggestion: Jarett suggests a new topic.

5. Topic story: Jarett tells a story based on the
topic suggested in step 4.

If at any point the user says something that is
understandable (that is, the NLU returns a non-
empty list), then the policy goes back to that in
section 2.3.1 and the non-understanding counter
resets to zero.

2.3.3 Special utterances
While choosing a response typically means play-
ing the video clip associated with the response,
NPCEditor also allows for special response tokens
that do some other action. One such token is used
in the DS2A system: replaying the previous re-
sponse. This token is selected by the NLU as the
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In high school I played, uh, I played football
in high school and I also would run track and
cross country in the off season.

Positive sentiment utterance

What’s your favorite sport?
Initiation

My favorite sport is football.

Response

Sounds interesting.

Feedback

Figure 5: Follow-up to positive sentiment

During my personal hazing event there was
three attackers and one person filming. Um,
for my roommate’s, I believe it was five
NCOs for my roommate’s.

Negative sentiment utterance

Have you ever noticed anything throughout
your military career, um, that you start to
question now, after hearing my story?

Initiation

Yes, I have noticed a few birthday bashes as
you spoke.

Response

Thanks for sharing your opinion on that.

Feedback

Figure 6: Follow-up to negative sentiment

interpretation of user utterances like “Could you
repeat that?” If this token is selected by the di-
alogue manager (according to the policy in sec-
tion 2.3.1), then Jarett will repeat his most recent
utterance.

2.4 Annotations

The initiative policies require annotations that are
not part of the default set-up of NPCEditor; these
annotations were achieved by defining several new
fields, detailed below (NPCEditor allows an un-
limited number of user-defined fields).

Follow-up Questions. Each of Jarett’s utterances
is annotated with a field that lists (zero or
more) potential good follow-up questions.

Follow-up Sentiment. Character utterances with
follow-up questions are annotated with a sen-
timent label (positive, negative, or neutral).
Jarett’s feedback to a user’s response matches
the sentiment of the utterance that triggered
the follow-up question (Figures 5 and 6).

Utterance Length. Each of Jarett’s follow-up
questions is annotated with its length, so that
in case the question is interrupted by the user,
the dialogue manager will know whether to
issue a feedback utterance.

3 Experiment

In order to determine whether the mixed-initiative
dialogue strategy has an effect on user engagement
and rapport, we conducted an experiment com-
paring interactions with the baseline system and
the initiative system. Each participant interacted
with one version of the system, and we measured
participant engagement and rapport using a post-
interaction questionnaire. This section describes
the experimental design and results, demonstrat-
ing that mixed initiative interaction does lead to
increased engagement and rapport.

3.1 Method

Materials. We compared two versions of the
DS2A system: a baseline system with the default
dialogue management policies, and an initiative
system with the default and initiative policies. The
content was the same as in the system used by
the U.S. Army, except that we removed some of
Jarett’s utterances which included “colorful” lan-
guage. Participants interacted with the system on a
MacBook Pro laptop running the Windows 10 op-
erating system, using the laptop’s built in display,
speakers, microphone and trackpad.

Participants. A total of 58 participants were re-
cruited through an ad on Craigslist (https://
www.craigslist.org), paper flyers posted on
a university campus, and a mass email sent to
the Computer Science department. Participants
were divided equally between the two experimen-
tal conditions. One participant was excluded from
analysis because they chose to end the interaction
early, resulting in a total of 29 participants in the
baseline condition, and 28 in the initiative condi-
tion. The participants were 25 female, 32 male;
most were between the ages of 18–27; the most
common ethnic background was Asian; and the
majority of participants had no affiliation or rela-
tion with the military (Table 1). Participants were
given $10 as compensation for their participation
in the study.

Procedure. Each participant interacted with ei-
ther the baseline system or the initiative version of

https://www.craigslist.org
https://www.craigslist.org
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Age

18–27 50
28–37 4
38–47 1
48–57 2

Gender

Male 32
Female 25

Military Affiliation

None 53
Close friend or family 4

Race

Asian 45
Black/African American 2
White 3
Other 7

Table 1: Demographics of study participants

[Engagement questions]

I was interested in hearing what Jarett had to say.

Jarett seemed interested in what I had to say.

During the interaction, I lost track of time.

R I found my mind wandering during the interaction.

[Rapport questions]

I felt Jarett created a sense of closeness or camaraderie between us.

R Jarett created a sense of distance between us.

I think Jarett and I understood each other.

R Jarett communicated coldness rather than warmth.

Jarett was warm and caring.

R I wanted to maintain a sense of distance between us.

I felt I had a connection with Jarett.

Jarett was respectful to me.

R I felt I had no connection with Jarett.

I tried to create a sense of closeness or camaraderie between us.

R I tried to communicate coldness rather than warmth.

Figure 7: Post-interaction questionnaire. Each ques-
tion is rated on a 5-point scale. The label R indicates
reverse-coded items.

the system for 20 minutes. Interaction took place
in a quiet room on a university campus, and no
experimenters or other personnel were present in
the room during the interaction. This was done to
ensure participants did not have any distractions
in the room which might affect their overall en-
gagement with the system, or their ability to build
rapport. Participants were seated at a table in front
of a laptop which displayed the video responses,
and interacted with the system by pressing on the
trackpad when asking their questions and releas-
ing when their question was finished. At the end
of the 20-minute interaction the experimenter re-
entered the room and administered two question-
naires: one with questions about demographic in-
formation, and one designed to quantify the level
of engagement and rapport felt by the user.

Baseline Initiative Hi Init
Participants 29 27/28 21/22

Engagement 3.60 3.84 3.95
Rapport 3.66 3.83 3.94

Table 2: Means of questionnaire responses

Measures. The engagement and rapport ques-
tionnaire was given on two sheets of paper, the
first with the engagement questions and the second
with the rapport questions (Figure 7). The ques-
tions about engagement were devised specifically
for this study, while the questions about rapport
were adapted from von der Pütten et al. (2010) and
Artstein et al. (2017). Each question was rated on
a 5-point scale: 1 Strongly Disagree, 2 Disagree,
3 Neither Agree nor Disagree, 4 Agree, 5 Strongly
Agree. We devised two measures, one for en-
gagement and one for rapport, by summing the re-
sponses to the positive questions, subtracting the
reverse-coded questions, and normalizing the re-
sult to the interval 1–5.

We compared the baseline and initiative groups
using t-tests, and used ANOVAs to test for inter-
actions with gender. Since initiative behavior is
dependent on the course of the dialogue, some
participants in the initiative condition experienced
very little initiative behavior by the system. It
is not immediately clear how to treat these low-
initiative dialogues in the initiative group, because
the user experience in these dialogues is similar
to that of the baseline group. We therefore tested
comparisons both between the baseline group and
the full initiative group, and also between the base-
line group and a “high initiative” subset, defined
(somewhat arbitrarily) as those members of the
initiative group who experienced at least two ini-
tiative utterances in their conversation with Jarett.

For the initiative group, we also measured the
correlation between the number of initiative utter-
ances and the level of engagement or rapport.

3.2 Results
The mean values of engagement and rapport for
the various groups are shown in Table 2. One par-
ticipant in the initiative group and high initiative
subset did not answer the questions on engage-
ments, so they were excluded from the analysis of
engagement. The engagement and rapport scores
are highly correlated, both for the baseline group
(r = 0.54, df = 27, p < 0.005) and for the initia-
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Figure 8: Positive correlation between number of ini-
tiative utterances and engagement/rapport

tive group (r = 0.67, df = 25, p < 0.001). This
correlation could be interpreted as showing that
the notions of engagement and rapport go hand in
hand, or that the two instruments are actually tap-
ping into a common notion, for example general
satisfaction with the interaction, with the system,
or with Jarett.

The difference in means between the baseline
and initiative groups is not significant but shows a
trend for engagement (t(54) = 1.36, p < 0.1) and
a weak trend for rapport (t(53) = 1.24, p = 0.11).
Between the baseline group to the high-initiative
subset of the initiative group, the difference is sig-
nificant for both engagement (t(45) = 1.89, p <
0.05) and rapport (t(47) = 2.22, p < 0.05). The
above tests are one-tailed Welch’s two-sample t-
tests. ANOVAs found no effect of gender nor any
interactions with gender.

For the initiative group, we also calculated the
correlation between the number of initiative ut-
terances in the dialogue and the participant’s per-
ceived engagement and rapport (Figure 8). Pear-
son’s correlation is positive and significant for
both engagement (r = 0.39, df = 25, p < 0.05)
and rapport (r = 0.41, df = 26, p < 0.05).

3.3 Discussion

Our results suggest that the mixed-initiative dia-
logue strategy we employed increases the user’s
perception of their engagement and rapport with
the DS2A system. The correlation of engagement
and rapport scores with the number of system ini-
tiative utterances suggests that it is the character
initiative that is responsible for the improved per-
ception of the system.

We should make two notes about the ob-
served correlations with system initiative utter-
ances. First, since the length of the dialogues was
fixed by the experiment at 20 minutes, we can-
not tell whether the effect is due to the number

of initiative utterances or the rate of initiative ut-
terances. Second, recall that the rate of initiative
utterances was explicitly limited by the dialogue
policies (section 2.2): by design, the system is not
capable of asking initiative utterances all the time,
reflecting our belief that such behavior is undesir-
able. Therefore, the observed correlation should
not be extrapolated into making conclusions about
very high rates of initiative utterances.

4 Conclusion

Our experiment shows that the mixed-initiative di-
alogue strategy increases the levels of perceived
user engagement and rapport. In conclusion, we
wish to discuss several limitations of the experi-
ment.

Measuring engagement. Much previous re-
search has noted the difficulty of measuring en-
gagement (see e.g., Nystrand and Gamoran, 1991;
Cerrato and Campbell, 2017). While many stud-
ies have had success in measuring engagement on-
line through the analysis of eye-gaze behaviors,
affective postures, and other auditory and visual
cues (e.g., Nakano and Ishii, 2010; Sanghvi et al.,
2011; Yu et al., 2004; Huang et al., 2016), this
was not a strategy available to us for this study.
As noted above, our off-line engagement measure
was highly correlated with our rapport measure; a
better, more direct way of measuring participant
engagement would be helpful.

Repetitive feedback. The system contains a to-
tal of 16 feedback utterances, and many of these
are fairly similar (for example, all 8 instances
of feedback to negative sentiment are variations
on “thank you for sharing”). In informal discus-
sion, some participants mentioned that the feed-
back they were receiving seemed repetitive; this
may have negatively impacted engagement or rap-
port. We suspect that a system with more var-
ied feedback utterances could have a more pro-
nounced effect on engagement and rapport.

Removed content. Since this experiment was
conducted on a non-military population, the U.S.
Army requested that we remove some of Jarett’s
utterances that the Army felt were unsuitable for a
civilian population (primarily utterances involving
“colorful” language). The effect of removing these
utterances was a slight reduction in overall coher-
ence, since some user questions which could have
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How has your family coped with your sexual
assault?

My relationship with my family today is, is
much better. I’m, I’m very thankful for the
position that I’m in with them. Um, they’re
very understanding, they’re very supportive
of what I do now.

Do you have any spe-

Are you still close with your family?

Good to know.

Do you have any advice for other individuals
who are going through something similar?

Somebody who’s gone through something
similar like, this, um, that, that would be the
one thing that I would say is to not feel that
way or do–it’s really hard, it’s really hard to
convince yourself to not feel that shame and
disgust from it. But it’s not your fault.

Figure 9: Timing issues

received a “colorful” response in the military sys-
tem had to be treated as non-understanding in the
experiment system. The lower coherence of civil-
ian Jarett could have the effect of reducing par-
ticipant engagement and rapport (though it would
have a similar effect on both baseline and initiative
conditions).

Timing of follow-up questions. As discussed in
section 2.2, follow-up questions are triggered by
a preceding utterance by Jarett, and are imple-
mented by playing the question video clip directly
after the conclusion of the video clip of the pre-
vious utterance. However, since each of Jarett’s
video clips is a self-contained conversational turn,
the appearance is as if Jarett is yielding the turn to
the participant, and then immediately claims the
turn and asks a question. This somewhat unnatu-
ral sequence of cues often led participants to be-
lieve that Jarett was done talking at the end of his
original response, so the participant would ask an-
other question immediately; in some cases, par-
ticipants interrupted early enough that they never
heard Jarett’s follow-up question, while in other
cases they heard part of the follow-up question,
which was cut short by their interruption.

Figure 9 shows a case in which Jarett’s follow-
up question cut off the participant’s next question.

Jarett’s follow-up question started while the par-
ticipant was mid-utterance, and an examination of
the audio files reveals that the question was played
in its entirety. Consequently, the system treated
the participant’s cut-off utterance as a response
to the follow-up question, and Jarett immediately
replied with the feedback “Good to know” even
though this was not conversationally appropriate.
This is an example of the unnatural conversational
cues causing a communicative breakdown, and in-
cidents like this may have had a negative effect on
the participants’ engagement and rapport. A better
implementation of follow-up questions would be
for the dialogue manager to somehow modify the
ending of the trigger utterance clip, so that it does
not give the impression of yielding the turn to the
participant; however, this is not possible using the
current tools.

Despite the above limitations, our study shows
that a mixed-initiative dialogue strategy can lead
to higher levels of perceived user rapport and en-
gagement compared to a fully reactive strategy,
when talking to agents designed to educate and
inform users. As mentioned in the introduction,
higher levels of engagement can lead to better re-
tention of information, and higher levels of rapport
can lead to increased social influence. This sug-
gests that agents designed to educate for the pur-
poses of effecting behavioral change would benefit
greatly from implementing a mixed-initiative dia-
logue strategy.
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In Angélica de Antonio, Ruth Aylett, and Daniel
Ballin, editors, Intelligent Virtual Agents: Third In-
ternational Workshop, IVA 2001, Madrid, Spain,
September 10–11, 2001 Proceedings, volume 2190
of Lecture Notes in Computer Science, pages 15–22.
Springer.

Jyotirmay Sanghvi, Ginevra Castellano, Iolanda Leite,
Andre Pereira, Peter W. McOwan, and Ana Paiva.
2011. Automatic analysis of affective postures

https://doi.org/10.1145/3301275.3302303
https://doi.org/10.1145/3301275.3302303
https://www.aaai.org/ocs/index.php/FLAIRS/FLAIRS17/paper/view/15501
https://www.aaai.org/ocs/index.php/FLAIRS/FLAIRS17/paper/view/15501
https://doi.org/10.1016/j.pec.2013.05.011
https://doi.org/10.1016/j.pec.2013.05.011
https://doi.org/10.1145/2663204.2663241
https://doi.org/10.1145/2663204.2663241
https://doi.org/10.1145/2663204.2663241
https://doi.org/10.17763/haer.61.4.yr0404360n31j418
https://doi.org/10.17763/haer.61.4.yr0404360n31j418
https://doi.org/10.17763/haer.61.4.yr0404360n31j418
https://doi.org/10.1007/978-981-10-2585-3_25
https://doi.org/10.1007/978-981-10-2585-3_25
https://doi.org/10.1016/j.pec.2017.04.015
https://doi.org/10.1016/j.pec.2017.04.015
https://doi.org/10.1016/j.pec.2017.04.015
https://doi.org/10.1016/j.pec.2017.04.015
https://doi.org/10.1177/0963721414540680
https://doi.org/10.1177/0963721414540680
https://doi.org/10.1007/978-3-642-40415-3_33
https://doi.org/10.1007/978-3-642-40415-3_33
https://doi.org/10.21437/Interspeech.2016-846
https://doi.org/10.21437/Interspeech.2016-846
https://doi.org/10.1145/1514095.1514127
https://doi.org/10.1145/1514095.1514127
https://doi.org/10.1007/978-1-84882-215-3_13
https://doi.org/10.1007/978-1-84882-215-3_13
https://doi.org/10.1145/1111449.1111537
https://doi.org/10.1609/aimag.v32i2.2347
https://doi.org/10.1609/aimag.v32i2.2347
https://doi.org/10.1609/aimag.v32i2.2347
https://doi.org/10.1145/1719970.1719990
https://doi.org/10.1145/1719970.1719990
https://doi.org/10.1145/1719970.1719990
http://www.jstor.org/stable/40171413
http://www.jstor.org/stable/40171413
http://www.jstor.org/stable/40171413
https://doi.org/10.1207/S15326950DP3502_3
https://doi.org/10.1207/S15326950DP3502_3
https://doi.org/10.1207/S15326950DP3502_3
https://doi.org/10.1016/j.chb.2010.06.012
https://doi.org/10.1016/j.chb.2010.06.012
https://doi.org/10.1016/j.chb.2010.06.012
https://doi.org/10.1007/3-540-44812-8_2
https://doi.org/10.1007/3-540-44812-8_2
https://doi.org/10.1145/1957656.1957781


Proceedings of the 23rd Workshop on the Semantics and Pragmatics of Dialogue, September 4-6, 2019, London, U.K.

and body motion to detect engagement with a
game companion. In Proceedings of the 6th In-
ternational Conference on Human-robot Interac-
tion (HRI), pages 305–312, Lausanne, Switzerland.
ACM.

Candace L. Sidner, Christopher Lee, Corry D. Kidd,
Neal Lesh, and Charles Rich. 2005. Explorations in
engagement for humans and robots. Artificial Intel-
ligence, 166:140–164.

John McHardy Sinclair and Richard Malcolm
Coulthard. 1975. Towards an Analysis of Dis-
course: The English Used by Teachers and Pupils.
Oxford University Press, London.

David Traum, Andrew Jones, Kia Hays, Heather Maio,
Oleg Alexander, Ron Artstein, Paul Debevec, Ale-
sia Gainer, Kallirroi Georgila, Kathleen Haase,
Karen Jungblut, Anton Leuski, Stephen Smith, and
William Swartout. 2015. New Dimensions in Testi-
mony: Digitally preserving a Holocaust survivor’s
interactive storytelling. In Henrik Schoenau-Fog,
Luis Emilio Bruni, Sandy Louchart, and Sarune
Baceviciute, editors, Interactive Storytelling: 8th In-
ternational Conference on Interactive Digital Story-
telling, volume 9445 of Lecture Notes in Computer
Science, pages 269–281. Springer, Heidelberg.

Chen Yu, Paul M. Aoki, and Allison Woodruff. 2004.
Detecting user engagement in everyday conversa-
tions. In Proceedings of the 8th International Con-
ference on Spoken Language Processing (ICSLP),
pages 1329–1332, Jeju Island, Korea. ISCA.

Ran Zhao, Tanmay Sinha, Alan W. Black, and Justine
Cassell. 2016. Socially-aware virtual agents: Au-
tomatically assessing dyadic rapport from tempo-
ral patterns of behavior. In David Traum, William
Swartout, Peter Khooshabeh, Stefan Kopp, Stefan
Scherer, and Anton Leuski, editors, Intelligent Vir-
tual Agents: 16th International Conference, IVA
2016, Los Angeles, CA, USA, September 20–23,
2016 Proceedings, volume 10011 of Lecture Notes
in Computer Science, pages 218–233. Springer,
Cham.

https://doi.org/10.1145/1957656.1957781
https://doi.org/10.1145/1957656.1957781
https://doi.org/10.1016/j.artint.2005.03.005
https://doi.org/10.1016/j.artint.2005.03.005
https://doi.org/10.1007/978-3-319-27036-4_26
https://doi.org/10.1007/978-3-319-27036-4_26
https://doi.org/10.1007/978-3-319-27036-4_26
https://www.isca-speech.org/archive/interspeech_2004/i04_1329.html
https://www.isca-speech.org/archive/interspeech_2004/i04_1329.html
https://doi.org/10.1007/978-3-319-47665-0_20
https://doi.org/10.1007/978-3-319-47665-0_20
https://doi.org/10.1007/978-3-319-47665-0_20

