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Abstract

Current deep learning approaches to mod-
elling of spatial language in generating image
captions have shortcomings because they are
focused on recognition of visual patterns. The
multiplicity of factors that influence spatial
language which also include aspects of inter-
action between speakers and between speak-
ers and their environment invites a modular
approach where the solution can be built in
a piece-wise manner and then integrated. We
call this approach where deep learning is as-
sisted with domain knowledge expressed as
modules that are trained on data a top-down or
mechanistic approach to otherwise a bottom-
up phenomenological approach.

In recent years deep learning approaches have
made significant breakthroughs. An exciting as-
pect of deep learning is learning inter/multi-modal
representations from data that includes discrete in-
formation (e.g. words) and continuous representa-
tions (e.g. word embeddings and visual features),
such as those used in automatic image caption-
ing systems. A number of shortcomings with cur-
rent deep learning architectures have been identi-
fied with respect to their application to spatial lan-
guage such as “the chair is to the left and close
to the table” or “go down the corridor until the
large painting on your right, then turn left”. For
example, in (Kelleher and Dobnik, 2017) we ar-
gue that contemporary image captioning networks
have been configured in a way that they capture
visual properties of objects (“what” in terms of
(Landau and Jackendoff, 1993)) rather than spatial
relations between them (“where”). Consequently,
within the captions generated by these systems the
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relation between the preposition and the object is
not grounded in geometric representation of space
but only in the linguistic sequences through the de-
coder language model where the co-occurrence of
particular words in a sequence is estimated.1 This
is because neural networks are typically used as
generalised learning mechanisms that learn with
as little supervision through architecture design
as possible. We call this data-driven approach a
bottom-up or phenomenological approach. The
problem is that the chosen architecture may not be
optimal for every aspect of the cognitive represen-
tations that we want to learn.

We do not argue that language model is not in-
formative for predicting spatial relations. In ad-
dition to (i) scene geometry (Logan and Sadler,
1996; Dobnik and Åstbom, 2017) they also rely on
(ii) perspective and perceptual context (Kelleher
and Kruijff, 2005; Dobnik et al., 2015), (iii) func-
tional world knowledge about dynamic kinematic
routines of objects (Coventry et al., 2005), and (iv)
interaction between agents through language and
dialogue and with the environment through per-
ception (Schutte et al., 2017; Dobnik and de Graaf,
2017). In (Dobnik et al., 2018) we show that a
language model is useful in predicting functional
relations between objects. The system can learn
something about object interaction without visu-
ally observing these objects and such knowledge
is used as background knowledge when generat-
ing and interpreting spatial descriptions. The in-
formation expressed in a language model or visual
features of the scene is therefore just one of the
modalities that must be taken into account. This
provides a challenge for computational modelling

1The over-reliance of deep learning models on the lan-
guage model has been criticised recently for example, in re-
lation to visual question answering and an attempts have been
made to make the systems give a greater weight to images in
predicting the caption, for example by balancing different an-
swers in datasets (Agrawal et al., 2017).
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of spatial descriptions because (i) it is difficult to
provide and integrate that kind of knowledge and
(ii) its contextual underspecification. A computa-
tional system taking into account these meaning
components in the context would be able to under-
stand and generate better, more human-like, spa-
tial descriptions and engage in more efficient com-
munication in the domain of situated agents and
humans. Furthermore, it could exploit the syner-
gies between different knowledge sources to com-
pensate missing knowledge in one source from an-
other (Schutte et al., 2017).

In (Dobnik and Kelleher, 2017) we argue that
the multiplicity of factors that influence spatial
language invites a modular approach where the
solution can be built in a piece-wise manner and
then integrated (Feldman, 1989; Regier, 1996; An-
dreas et al., 2016; Johnson et al., 2017). We
call this approach where deep learning is assisted
with domain knowledge expressed as modules that
are trained on data a top-down or mechanistic
approach. One challenge to spatial language is
the lack of an overarching theory explaining how
these different factors should be integrated but
(Herskovits, 1987) and (Coventry et al., 2005) ap-
pear to be promising candidates. Early work on
neural networks includes some examples of neu-
ral models that could provide a basis for the de-
sign of specific modules. For example, (Regier,
1996) captures geometric factors and paths of mo-
tion. The system in (Coventry et al., 2005) pro-
cesses dynamic visual scenes containing three ob-
jects: a teapot pouring water into a cup and the net-
work learns to optimise, for each temporal snap-
shot of a scene, the appropriateness score of a spa-
tial description obtained in subject experiments.
The idea behind these experiments is that descrip-
tions such as over and above are sensitive to a dif-
ferent degree of geometric and functional proper-
ties of a scene, the latter arising from the func-
tional interactions between objects. The model is
split into three modules: (i) a vision processing
module that deals with detection of objects from
image sequences that show the interaction of ob-
jects, (ii) an Elman recurrent network that learns
the dynamics of the attended objects in the scene
over time, and (iii) a dual feed-forward vision and
language network to which representations from
the hidden layer of the Elman network are fed and
which learns how to predict the appropriateness
score of each description for each temporal con-

figuration of objects. Each module of this network
is dedicated to a particular task: (i) to recognition
of objects, (ii) to follow motion of attended ob-
jects in time and (iii) to integration of the attended
object locations with language to predict the ap-
propriateness score, factors that have been identi-
fied to be relevant for computational modelling of
spatial language and cognition in previous experi-
mental work (Coventry et al., 2005). The example
shows the effectiveness of representing networks
as modules and their possibility of joint training
where individual modules constrain each other.

The model could be extended in several ways.
For example, contemporary CNNs and RNNs
could be used which have become standard in neu-
ral modelling of vision and language due to their
state-of-the-art performance. Secondly, the ap-
proach is trained on a small dataset of artificially
generated images of a single interactive configu-
ration of three objects. An open question is how
the model scales on a large corpus of image de-
scriptions (Krishna et al., 2017) where consider-
able noise is added: the appearance and location of
objects is distorted by the angle at which the image
is taken. Furthermore, there are no complete tem-
poral sequences of objects and the corpora mostly
do not contain human judgement scores on how
appropriate a description is given an image. Fi-
nally, (Coventry et al., 2005)’s model integrates
three modalities used in spatial cognition, but as
we have seen there are several others. An impor-
tant aspect is grounded linguistic interaction and
adaptation between agents. For example, (Lazari-
dou et al., 2016) describe a system where two net-
works are trained to perform referential games (di-
alogue games performed over some visual scene)
between two agents. In this context, the agents de-
velop their own language interactively. An open
research question is whether parameters such as
frame of reference intended by the speaker of a
description could also be learned this way.

Due to their dependence on several modalities
spatial descriptions therefore provide a good test-
bed for the requirements of modelling language,
action and perception with neural networks. While
it is hard to capture these modalities with a gen-
eral learning framework, using our expert domain
knowledge and splitting the networks into mod-
ules that can be specialised for a purpose reduces
the complexity of the learning task and makes it
more tractable.
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