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Abstract
We present initial work addressing the
problem of interactively learning percep-
tually grounded word meanings in a mul-
timodal dialogue system. We design an
incremental dialogue system using Type
Theory with Records (TTR) semantic rep-
resentations for learning about visual at-
tributes of objects through natural lan-
guage interaction. This paper explores the
use of multi-label visual attribute classifi-
cation models (TRAM and MLKNN) for
such a system. However, these models are
found not to perform adequately for this
task, so we suggest future directions.

1 Introduction

Learning to identify and talk about objects/events
in the surrounding environment is a key capabil-
ity for intelligent, goal-driven systems what in-
teract with other agents and external world, e.g.
smart phones and robots. There has recently
been a surge of works and significant progress
made on generating image descriptions, identify-
ing images/objects using text descriptions, as well
as classifying/describing novel objects using low-
level concepts (e.g. colour and shape) (Farhadi et
al., 2009). However, most systems rely on pre-
trained data of high quality and high quantity with-
out possibility of online error correction. Further-
more, they are unsuitable for robots and multi-
modal systems that continuously, and incremen-
tally learn from the environment, and may en-
counter objects they haven’t seen in training data.
These limitations may be alleviated if systems can
learn concepts from situated dialogue with hu-
mans. NL interaction enables systems to take ini-
tiative and seek the particular information they
need or lack by e.g. asking questions with the
highest information gain (see e.g. (Skocaj et al.,
2011), and Fig. 1).

Dialogue Image Final semantics

S: Is this a green mug?
T: No it’s red
S: Thanks.

 x=o1 : e
p2 : red(x)
p3 : mug(x)



T: What can you see?
S: something red.
What is it?
T: A book.
S: Thanks.


x1=o2 : e
p : book(x1)
p1 : red(x1)
p2 : see(sys, x1)



Figure 1: Example dialogues & resulting semantic
representations

We present the first step in a larger programme
of research with aim of developing dialogue sys-
tem what learns (visual) concepts – word mean-
ing – through situated dialogues with humans. We
integrate a basic dialogue system using DS-TTR
(Eshghi et al., 2012), with two multi-label classi-
fication models (MLkNN and TRAM) to simulate
the interactive learning process. In effect, the di-
alogue with a tutor continuously provides seman-
tic information about objects in the scene which is
then fed to an online classifier in the form of train-
ing instances. Conversely, the system can utilise
the grammar and existing knowledge base to make
references and formulate questions related to dif-
ferent objects’ attributes identified in the scene.
For evaluating the performance of situated dia-
logue on attribute-based recognition, we compare
the performance of two learning models as more
training instances are presented to them.

2 System Architecture

The architecture of the system (see Fig. 2) con-
tains two main modules: a vision module for vi-
sual feature extraction and classification; and a di-
alogue system module using DS-TTR. We assume
access to logical semantic representations by DS-
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Figure 2: Architecture of the teachable system

TTR parser/generator as a result of processing di-
alogues with a human tutor.

The Vision Module is implemented with two
multi-label classification algorithms (MLkNN and
TRAM) for learning/classifying low-level object-
based attributes: a) MLkNN (Zhang and Zhou,
2007), as a supervised learning model, predicts
potential label sets of unseen objects using k-
nearest neighbour algorithm; b) TRAM (Kong
et al., 2013) proposes a semi-supervised model
that predicts the binary label set of a novel in-
stance based on utilized information from both
seen and unseen objects. For learning new multi-
label classifiers, we build a pair of inputs – a 2960-
dimensional visual feature vector from each object
using features from (Farhadi et al., 2009) and an i-
dimensional binary label vector for each instance
(where the i − th attribute takes the value of 1 if it
belongs to the instance and -1 otherwise).

The Dialogue System Module implements
DS-TTR, which is a word-by-word incremen-
tal semantic parser/generator for dialogue, based
around the Dynamic Syntax (DS) grammar frame-
work (Cann et al., 2005), in which interlocutors in-
teractively construct contextual and semantic rep-
resentations (Purver et al., 2011). The contex-
tual representations afforded by DS-TTR are of the
fine-grained semantic content that is jointly nego-
tiated/agreed upon by the interlocutors, as a re-
sult of processing questions and answers, clarifi-
cation requests, corrections, acceptances, etc (see
(Eshghi et al., 2015) and the first row of Fig. 1).

3 Results & Future work

We evaluated the performance of two multi-label
classification models (MLkNN and TRAM) for at-
tribute classification of object images. TRAM out-
performs MLkNN and both models improve on
classifying attributes for which they receive more

training instances. However, the results show
that both models are not ideal approaches to our
problem, since for good performance they require
many more training examples than can be pro-
vided in an interactive teaching session with a hu-
man. What we need are learning methods which
can operate effectively on small numbers of sam-
ples, and which can improve performance robustly
while continuously learning new examples. These
properties are know as “zero-shot” and “incremen-
tal” learning respectively. We will explore these
two approaches in future work.
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