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Figure 1: User satisfaction as measured using the
UEQ questionnaire (Laugwitz et al., 2008) for two
spoken dialog systems, one of which has added
social intelligence.

Figure 1 presents an interesting result. We im-
plemented a spoken dialog system that provided
directory assistance, gave some subjects a set of
tasks to do using the system, and then measured
their user satisfaction with a standard HCI tool.
We then gave the system some ‘social intelligence’
and re-ran the trial with the same tasks and with
subjects from the same population. The graph
shows a result that is not only significant (0.95)
but also dramatic in that the experience was gen-
erally seen as positive, contrasting with the reac-
tion to the control case and with popular opinion of
IVR systems in general. A good result but, more
importantly, note the experimental system did not
work any better. The tasks were chosen such that
only 20% were achievable no matter how good the
interface. It seems better user satisfaction can be
attained without making the system work better.

In previous papers we have given the back-
ground and motivation for our notion of social in-
telligence (Wallis, 2013), and described in detail
the experimental setup (Wallis et al., 2014). In this

short paper we describe the work underway to im-
plement something more than a demonstrator.

1 The Theory

The idea that a computer could understand and use
language has been with us from the very begin-
nings of computer science. Despite massive effort
and considerable commercial potential, develop-
ments in the area have met with limited success.
Historically the focus has been on the information
conveyed by language but we are developing the
idea that language is primarily social in purpose
and function. Rather than focus on language and
meaning, we focus on issues such as power and
distance, roles and obligations, all within the con-
text of normative relations and human/cultural ex-
pectations.

Moving down a level, we embrace Tomasello’s
claim that human communication is intentional
and cooperative (Tomasello, 2008). This move
is however the cumulation of 15 years looking
at language as action in a social setting ranging
from work on politeness (Wallis et al., 2001) and
abuse (de Angeli et al., 2005) to conversational
strategies (Wallis, 2008) and engagement (Wallis,
2010). In summary the key to language as humans
use it is their surprisingly effective (but hard to no-
tice) skills at recognising the intent of others. To
use an example from Dennett, seeing two children
tugging at a teddy bear, the human observer will
be quite certain they both want it (Dennett, 1987).
Even if people don’t actually reason in terms of be-
liefs, desires and goals, the intentional stance we
take is how we think others think when we com-
municate with them and is hence key to the recip-
ient design of our utterances.

What is more we humans are (socially) com-
pelled to cooperate in the process. If we have
reached the point of being engaged (Wallis, 2010)
in a conversation with someone, then we work
hard to account for (Seedhouse, 2004) what he or
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she says. Some actions – especially classic speech
acts – are intended to be interpreted, other com-
municative acts are just ‘radiated’ (such as smiles)
and others, such as unconsciously scratching your
nose, are just acts. A chimpanzee according to
Tomasello, is perfectly capable of recognising in-
tent, but has no social compunction to interpret ac-
tions as those of communication.

2 The Mechanism

Given this is the true nature of the ‘language in-
stinct,’ there are two challenges for those who
want to engineer better conversational agents.
How do we create a conversational agent that can
recognise the intent of its interlocutor, and what
intentions should the agent have and when? The
current work in this area at CPM is using a Be-
lief Desire and Intention (BDI) architecture to im-
plement a dialogue manager. BDI has been used
for this many times before (Ardissono and Boella,
1998; Wallis et al., 2001; Kopp et al., 2005; Wong
et al., 2007) and such use is often, it seems, con-
flated with Good Old Fashioned AI models of con-
versation based on planning (Allen et al., 1995).
In the rest of this article I will use the term BDI
to mean a Rao and Georgeff (Rao and Georgeff,
1995) style BDI system which does not do plan-
ning but rather selects and manages plans from
a static plan-library. Such architectures were in-
troduced to explicitly address the issue of situ-
ated action associated with traditional planning
systems; the advantage it has over more popular
approaches to the issue such as Behaviour Based
Robotics (Arkin, 1998) is that it maintains a no-
tion of working to a recipe. A BDI architecture
in the sense used here explicitly balances reactive
and deliberative behaviour, managing plans rather
than creating them.

Intention recognition is a task that poses some
interesting and challenging problems for AI re-
search but not all it poses are insurmountable. A
large slab of the general problem can be handled
using a BDI architecture and treating intention
recognition as a variant of plan selection (Heinze,
2003). No doubt a human would do it better, but
the interactive nature of the dialog problem means
that, as long as the system can account for its fail-
ings in an understandable way, the human will for-
give it in much the same way we accommodate
children without blame for their lack of knowl-
edge.

A bigger challenge is the question of what the
system ought to intend (to do) and when. Ulti-
mately of course machine learning should be able
to mimic human (intentional) behaviour in a so-
cial setting and so identifying explicit intentions
would become redundant. The problem is that
unacknowledged theory tends to be embedded in
the training data (Hovy, 2010). The recent Dialog
State Tracking Challenge (Hen, 2014) is, although
an excellent and exciting development, a case in
point with notions of dialog state being based on
Information State Update (Kreutel and Matheson,
2000). As a model of human communication ISU
puts, we believe, too much emphasis on the infor-
mation ‘carried’ (Reddy, 1993) by speech acts and
pays insufficient attention to the larger structures
within dialog we think of as intentional (Wallis,
2008).

Studying language has of course been the work
of many for centuries if not millennia but such
work tends to be seen as ‘unscientific’ by many
with a physical sciences background and confined
to the dusty shelves of forgotten libraries. Once
one has a model of intention however, descrip-
tions of people wanting X, believing Y, and Z be-
ing normative become concrete enough to imple-
ment. Creating models of causality in such rela-
tions is hard however because it is all so obvious
to us humans - too obvious to notice. It takes spe-
cial skills and training to do the noticing and what
is needed is some cross disciplinary work to iden-
tify a set of intentional structures (defined as a BDI
plans) that might be used by a synthetic social ac-
tor filling a particular set of roles. We have had
past successes with researchers from Applied Lin-
guistics using the ethnomethodological variant of
Conversation Analysis (ten Have, 1999) and with
Grounded Theory (Urquhart et al., 2010), but be-
ing at core computer scientists, we are open to sug-
gestions.

3 Conclusion

The system used to produce the data in Fig-
ure 1 was a demonstrator that only worked for
the tasks given to the subjects and used ‘canned’
expressions much like the classic chat-bot mech-
anism (Ali, 2001). Our aim now is to implement
the system fully and deploy it with members of the
public with real information needs.
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