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Abstract 

Statistical line graphs are widely used in mul-

timodal communication settings and they are 
crucial elements of learning environments. For 

visually impaired people, haptic-audio inter-

faces that provide perceptual access to graph-

ical representations seem as an effective tool 

to fulfill these needs. In an experimental study, 

we investigated referring expressions used in a 

collaborative joint activity between haptic ex-

plorers of graphs and verbal assistants who 

helped haptic explorers conceptualize local 

and non-local second-order concepts (such as 

extreme values, trends, or changes of trends). 

The results show that haptic exploration 
movements evoke deictically referential links 

that are essential for establishing common 

ground between explorers and assistants. 

1 Comprehending Graphs through 

Different Modalities 

Data visualization aims at (re-)presenting data so 

that humans more easily access certain aspects of 

them (such as trends or anomalies) for thinking, 
problem solving and communication (Tufte 

1983, Kosslyn 1989, 2006, Hegarty 2011, Ala-

çam, et al., 2013). Among many specific types of 
representational modalities (such as sketch maps, 

statistical graphs and schematic diagrams), statis-

tical line graphs have found a widespread use in 

various daily life and professional settings. For 
making statistical graphs accessible to visually 

impaired people, technologies ranging from pure 

tactile graphs to verbal summaries (Demir et al., 
2012) have been proposed. However, haptic 

presentations of graphs (henceforth, haptic 

graphs) provide a suitable means for visually 
impaired people to acquire knowledge from data 

sets, when they are integrated in hybrid systems 

that employ auxiliary modalities to the haptic-

tactile modality, such as sonification and verbal 

assistance (Abu Doush et al., 2010; Ferres at al., 

2013).   
Users can explore haptic graphs by hand-

controlling a stylus of a force-feedback device, 

for instance a Phantom Omni® (recently Ge-
omagic® Touch

TM
, see Figure 1.a), which yields 

information about geometrical properties of 

lines. Compared to visual graphs, one drawback 
of haptic graphs is the restriction of the haptic 

sense in simultaneous perception of spatially dis-

tributed information (Loomis et al, 1991). Com-

prehension of haptic line graphs is based on ex-
plorations processes, i.e. hand movements trac-

ing lines, with the goal to detect shape properties 

of the graph line explored. The recognition of 
concavities and convexities, as well as of maxi-

ma and minima, is of major importance (see Fig-

ure 1.b for a sample haptic line graph). 

 

(a)  (b)  

Figure 1. (a) Phantom Omni® device and visualiza-

tion in a geometry domain (see, Kerzel & Habel, 

2013, Fig. 1), (b) sample haptic graph 

 

Although simple line graphs are often considered 

as a graph type easy to comprehend haptically, 

there are some critical problems about haptic 
representation of simple line graphs: Whereas it 

is only moderately difficult to comprehend the 

shape of a simple graph line with a single (glob-
al) maximum haptically, graphs with several lo-

cal maxima require additional assistance for most 

users of haptic graphs. Providing additional in-

formation, such as aural assistance through the 
auditory channel, has been proved to be helpful 

for resolving some difficulties in haptic graph 

exploration (cf. sonification, Yu and Brewster, 
2003). We propose to use speech utterances (i.e. 
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verbal assistance) to support—for example—the 

detection and specification of local and global 

extrema of graph lines, or other shape based con-

cepts.  
For designing haptic graph systems, which are 

augmented by computationally generated verbal 

assistance, it is necessary to determine which 
information, depicted by the graph or by its seg-

ments, are appreciated as important by haptic 

explorers. In this paper we focus on the use of 
referring expressions within dialogues in collab-

orative haptic-graph exploration-activities be-

tween blindfolded haptic explorers and seeing 

verbal assistants. The analyses of these joint ac-
tivities provide crucial insight about how haptic 

explorers acquire high-level information from 

haptically perceived graphs. Moreover, they also 
provide the empirical basis (i.e. which spatial 

content should be verbalized) for our long-term 

goal: the realization of a cooperative system 
providing blind graph readers with verbal assis-

tance (Habel et. al., 2013,  Acartürk et. al, 2014). 

1.1 Shape in Line Graphs: Perception, 

Cognition and Communication 

Graph lines inherently convey shape information, 
namely information about convexities and con-

cavities, about straightness, angles, and vertices. 

These are evoked in visual perception by visually 
salient graph-shape entities, in particular by cur-

vature landmarks, positive maxima, negative 

minima, and inflections (Cohen & Singh, 2007). 

From the perspective of a seeing human who 
describes a line graph, salient parts of the graph 

line are primary candidates to be referred to. In 

other words, referring expressions are evoked by 
visually salient graph entities. The conceptual 

inventory for verbalizing line-graph descriptions, 

as well as trend descriptions, has to fulfill re-
quirements from language and perception. Since 

graph lines can be seen as a specific type of 2D-

contours, we include some concepts proved as 

successful in visual shape segmentation into the 
inventory of spatial concepts, namely Cohen and 

Singh’s curvature landmarks (2007). In addition 

to Cohen-Singh landmarks, the case of graph 
lines requires graph-line specific types of curva-

ture landmarks: since graph lines are finite and 

not closed, two types of endpoints (left vs. right) 

have to be distinguished.  
In haptic graph exploration the shape of the 

graph line is a major property for identifying ref-

erents by distinguishing it from its distractors. 
Additionally, certain aspects of graph segments 

(such as inflection points that show smooth 

change) are more difficult to acquire in the haptic 

modality than in the visual modality, largely due 

to the sequential and local perception with a nar-

row bandwidth of information in the haptic mo-
dality (Habel et. al., 2013). Finally, previous re-

search has shown that not only saliency in the 

domain of discourse via the linguistic context but 
also saliency in the visual context influences 

humans’ choice of referring expressions (Fuku-

mura et al, 2010).  
Haptic assistive systems that take shape prop-

erties of graphical representations into account in 

design process have been scarce except for a few 

instances (e.g. see Ferres et al., 2013; Wu et al., 
2010). Additionally, there is still a lack of re-

search on the role of shape comprehension in 

haptic graph exploration. Since the current state-
of-the art haptic graph systems would benefit 

from providing verbal descriptions of shape 

properties and shape entities, we focus in this 
paper on the use of referring expression to these 

entities in collaborative graph explorations.   

1.2 Assisted Haptic Graph Exploration: A 

Joint Activity Approach  

Verbally assisted haptic graph exploration can be 
seen as a task-oriented collaborative activity be-

tween two partners, a (visually impaired) explor-

er (E) of a haptic graph and an observing assis-
tant (A) providing verbal assistance (see Figure 

2). Sebanz and colleagues (2006), who focus on 

bodily actions, describe joint actions as follows: 

“two or more individuals coordinate their actions 
in space and time to bring about change in the 

environment”. In contrast to this characteriza-

tion, the joint activities that we focus on shall 
bring about changes in E’s mental representa-

tions. To reach this goal, E and A have to estab-

lish common “understanding of what they are 
talking about” (Garrod & Pickering, 2004). 

 

 
 Figure 2. Assisted haptic graph exploration, a joint 

activity 

 

A and E share a common field of perception, 

namely the haptic graph, but their perception and 

comprehension processes differ substantially. 
For example, while E explores the highlighted, 

black segment of the haptic graph, A perceives 

the global shape of the graph, in particular, A is 
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aware of shape landmarks and line segments. For 

example, when E explores the first local maxi-

mum followed by a local minimum (see Figure. 

2), E does not have information about the global 
maximum, which is already part of A’s 

knowledge. Therefore, E and A have different 

internal representations of the graph line, and A’s 
referring to the graph could augment E’s internal 

model substantially. For example, uttering “Now 

you have reached the heights of the last peak” 
would provide E with additional information. 

Another suitable comment would be “You are in 

the increase to the population maximum”, or 

even “You are in the increase to the population 
maximum of about 90, that was reached in 

1985”. Since verbal assistance is a type of in-

struction, overspecified referring expressions are 
adequate for our domain (see Koolen et al., 

2011). 

The success of the joint activity of explorer E 
and observing assistant A in general, and also the 

success of A’s utterances in particular, depends, 

on the one hand, on joint attention (Sebanz, et 

al., 2006), and on the other hand, on the align-
ment of the interlocutor’s internal models, espe-

cially on building implicit common ground (Gar-

rod & Pickering, 2004). Since E’s internal model 
of the activity space, i.e. the haptic graph and E’s 

explorations, is perceived via haptic and motor 

sensation, whereas A’s internal model of the 

same space is build up by visual perception, sim-
ilarities and differences in their conceptualization 

play the central role in aligning on the situation-

model level.  
The assisted haptic graph explorations we dis-

cuss in this paper can be conceived as an asym-

metric joint activity: firstly, the participants have 
different activity roles (explorer vs. assistant), as 

well as different sensor abilities; secondly, the 

participants were told that E should initiate the 

help request and A should provide help based on 
explorer’s need. Although the dialogues accom-

panying haptic explorations are—in principle—

mixed-initiative dialogues, explorer-initiatives 
are the standard case.  

Haptic explorers’ contributions to the dialogue 

are given concurrently to their exploration 
movements. Thus, for the observing assistant, the 

referring expressions produced are accompanied 

with the current exploration point on the graph. 

In other words, E’s exploration movement 
evokes deictically a referential link—analogue to 

Foster and colleagues’ (2008) haptic ostensive 

reference. And thus, common ground is estab-
lished and the given-new contract between E and 

A is fulfilled (Clark and Haviland, 1977; Clark 

and Brennan, 1991). In the following turn, A is 

expected to provide most helpful and relevant 

information for E at that particular moment. In 
particular A should provide E with content that is 

difficult to acquire haptically, such as, infor-

mation about whether a maximum is local or 
global. To maintain the common ground, A has 

to synchronize her language production with E’s 

hand-movements in a turn-taking manner, since 
the quality of verbal assistance depends on estab-

lishing appropriate referential and co-referential 

links. 

1.3 Shape Concepts in Graph-Line Descrip-

tions 

Most qualitative approaches to shape representa-

tion focus on the shape of contours (see, e.g., 

Hoffman & Richards, 1984; Eschenbach et al., 
1998), and on curvature landmarks of contours 

(Cohen and Singh, 2007), such as, positive max-

ima and negative minima, depending on the con-

cepts of convexity and concavity of contours, 
and inflection points. However, graph lines re-

quire some additional shape representations and 

shape cognition characteristics beyond the char-
acteristics of contours. In particular, graph lines 

are conventionally oriented corresponding to 

reading and writing direction and they are com-
prehended with respect to an orthogonal system 

of two axes. The haptic graphs we use in the ex-

periments are realized in a rectangular frame that 

induces an orthogonal system of axes. The geo-
metric shape concepts for describing graph lines 

are exemplified with a graph used in our experi-

mental studies (see Figure 3).   

 
Figure. 3. Qualitative shape landmark ascription for a 

sample graph (augmented with orthogonal axes for 

making the reference frame in Table 1 explicit)  

 

Table 1 gives a tabular summary of qualitative 

representations for selected shape landmarks and 
induced line segments. The functional character 

of statistical line graphs leads to the prominence 

of value extrema (in contrast to curvature extre-
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ma of contours). Since we use in the experiments 

presented here smoothed graphs, these extrema 

are called smooth points (sp). Inflection points 

(ip) are depicted in Fig. 3 but not mentioned in 
Table. 1.)  

 

Shape landmarks 

 Landmark character-

istics 

Global properties 

ep1 left end pt., local min. higher than sp4, ep2 

sp1 smooth pt., local max. higher than ep1, sp2, 
sp4, sp5, ep2 

sp2 smooth pt., local min. higher than ep1, sp4, 
sp5, ep2 

sp3 smooth pt., local max. global max. 

sp4 smooth pt., local min. same height as ep2 

sp5 smooth pt., local max. higher than sp4, ep2 

ep2 right pt., local min. same height as sp4 

Shape segments 

 Shape characteristics Vertical orientation 

ep1–sp1 curved steeply upward  

sp1–sp2 curved  diagonally downward 

sp2–sp3 curved steeply upward 

sp3–sp4 curved steeply downward 

sp4–sp5 curved slightly upward 

sp5–ep2 curved / nearly straight slightly downward / 
nearly horizontal 

Table 1. Qualitatively described shape landmarks 

and shape segments.  

1.4 Referring to Shape Entities:  

Semantic Representations  

Our long-term goal is to realize an automatic 
verbal assistance system that provides instanta-

neous support for haptic explorers during their 

course of exploration. Empirical studies are 
needed to study underlying principles of haptic 

graph exploration, and the effect of linguistically 

coded content in comprehension of second order 
entities, such as general and temporally restricted 

trends based on the recognition of global and 

local curvature landmarks.  

The referring expressions produced by haptic 
explorers and verbal assistants during collabora-

tive activity give insight about how graph readers 

comprehend graphs, which elements are men-
tioned most, and how they are referred to. The 

investigation of multimodal interactions (namely 

interaction by means of language, gesture and 
graph) requires systematic qualitative analysis, as 

well as quantitative analysis. We followed one of 

the widely accepted method developed by Dale 

and Reiter (1995), which addresses the genera-
tion of referring expressions, to characterize the 

semantic properties of graphical segments and 

the referring expressions produced during col-
laborative activity. In this paper, we do not aim 

to go into implementation level in detail, instead 

we used the method as a tool to make systematic 

mapping between semantic properties of graph-

ical features and participants’ referring expres-

sions. According to Dale (1992), a system that 

generates referring expressions should at least 
satisfy Gricean-like conversational maxims tar-

geting adequacy, efficiency and sensitivity. In 

more detail, a referring expression should con-
tain enough information to allow the hearer to 

identify the referent, it should not contain unnec-

essary information and it should be sensitive to 
the needs and abilities of the hearer. They pro-

pose and implement a cost function that assumes 

(based on empirical research) people first and 

usually prefer to refer to type properties (zero 
cost), then to absolute properties. Relative prop-

erties and relations (the highest cost) follow them 

respectively. By following this method, we em-

ployed attribute, value pair representation to 

characterize the qualitative representations of 
graph shapes and landmarks. To illustrate, the 

attribute set which is available for the “ep1-sp1” 

shape segment (see Table 1) possesses the fol-

lowing properties: type, curved, manner, 

steep, and direction, up. For the systematic 

data analyses, the verbal data produced in a joint 
activity were also characterized by using this 

method since it successfully foregrounds the 

common properties of multimodal data, see Ta-
ble 2 for semantic attribute scheme for verbal 

data.  
 

Type Properties: 
Terms 

 term,  peak,  term, something  

Location 

 Frame of Reference Terms (“start point”) 

 Haptic Ostensive Expressions  
Absolute Properties: 

 value, 0 for “it is 0” 

 count, 3 peaks  

Relative Properties: 

 size, small , manner, slowly  

 direction, up   

Relations: 

 temporal relations, after the fall 

 spatial relations, higher 

Others: 

 Interjections (hmm, ah…) 

 Affirmations/Negations 

Table 2. Semantic attribute scheme 

 

In addition to the attributes stated by Dale and 
Reiter (1995), we identified haptic ostensive ex-

pressions (HOEs). The haptic explorers produced 

HOEs that referred to the pointed locations, 

which are also accompanied by assistance re-
quest from the verbal assistant. Foster and col-

leagues (2008) define the HOE as a reference, 
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which involves deictic reference to the referred 

object by manipulating it haptically. Since haptic 

explorer location is visible to verbal assistant 

during joint activity, haptic actions are useful to 
provide joint attention between E and A. 

2 Experiment 

2.1 Participants, Materials and Design  

Thirty participants (fifteen pairs of sighted and 

blindfolded university students) participated in 

the experiment. The language of the experiment 
was Turkish, the native language of all partici-

pants. The experiment was conducted in single 

sessions and each session took approximately 1 
hour (including warm-up & instruction sessions, 

exploration processes and post-exploration 

tasks). The sessions were audio/video recorded. 
Each participant pair was composed of a haptic 

explorer (E) and a verbal assistant (A). The par-

ticipants were located in separate rooms so that 

they communicated through speakers without 
visual contact. During the experiment session, E 

explored the graph haptically and A was able to 

display the graph and the current location of E’s 
exploration, which was represented by an ani-

mated point marker on the visual graph presented 

at A’s screen. However, haptic pointing was pos-

sible only for E. The pairs explored information-
ally equivalent graphs, except for the difference 

in the modality of presentation (haptic and visu-

al). Finally, E was instructed to explore the graph 
and ask for verbal assistance when needed by 

turning microphone on, whereas A was instructed 

to provide verbal assistance shortly and plainly, 
when requested by E. Before the experiment, a 

warm-up session was conducted to familiarize E 

with Phantom Omni® Haptic Device (Figure 1). 

After then, in the instruction session, the partici-
pants were informed that the graphs represented 

populations of bird species in a lagoon and also 

about post-exploration tasks detailed below. The 
graphs employed in this study were taken from a 

publicly available consensus report (PRBO, 

2012). Each graph had a different pattern in 
terms of the number and polarity of curvature 

landmarks, length and direction of line segments. 

In the experiment session, each participant was 

presented five haptic line graphs in random or-
der. Haptic graph exploration was performed by 

moving the stylus of the haptic device, which can 

be moved in all three spatial dimensions (with 
six degree-of-freedom). The haptic graph proper 

(i.e., the line of the line graph) was represented 

by engraved concavities on a horizontal plane; 

therefore haptic explorers perceived the line as 

deeper than the other regions of the haptic sur-

face. The numerical labels were not represented. 

The participants did not have time limitation. 
After the experiment session, both participants 

(E and A) were asked independently to present 

single-sentence verbal descriptions of the graphs 
to a hypothetical audience. They also produced a 

sketch of the graph on paper. Two raters who are 

blind to the goals of the study scored the sketch-
es for their similarity to the stimulus-graphs by 

using a 1 (least similar) to 5 (most similar) Likert 

Scale. The inter-rater reliability between the 

raters was assessed using a two-way mixed, con-
sistency average-measures ICC (Intra-class cor-

relation). The resulting ICC (=.62) was in the 

“good range” (Cicchetti, 1994). 

3 Results  

The participants produced 75 dialogues (5 stimu-

li x 15 pairs). The data from two pairs were ex-
cluded since they did not follow the instructions. 

The remaining 65 dialogues were included into 

the analysis. The average length of a dialog was 
103 seconds (SD=62 sec.). The results of this 

experiment, which focus on the role of taking 

initiative for assistance, were reported elsewhere 

(Alaçam et. al. 2014). In the present study, we 
focus on the semantic representation method and 

the production of haptic ostensive expressions 

during joint activity. Each utterance in the dia-
logues was transcribed and time-coded. The tran-

scriptions were then annotated by the semantic 

attribute scheme presented in Table 2. The term 
“utterance” refers to speech parts produced co-

herently and individually by each participant. We 

classified the utterances into three categories; (i) 

Request-Response Pairs, (ii) Alerts initiated by A 
(but do not require response from E) and (iii) 

think-aloud sentences. In total, 1214 individual 

utterances were produced by the participants. 
449 of them were initiated by the haptic explor-

ers to communicate with their partners, 402 of 

them were produced by the verbal assistants as a 
reply to E. Those two types comprise 70.1% of 

all utterances. 65 utterances (5.35%) were initiat-

ed by As. Utterances that were initiated by As, 

without a request from E were mostly the utter-
ances that alerted E when s/he reached to a start 

point or an end point. Although Es were not in-

structed to use the think-aloud protocol, self-
talking during haptic exploration was observed in 

10 of 13 haptic explorers. Those think-aloud sen-

tences (i.e. the sentences without a communica-
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tion goal with the partner since the explorers did 

not turn on microphone during self-talking) con-

stituted 24.5% of all utterances (N=298). In this 

paper we focused on the communicative utter-
ances, therefore we restricted our analysis to 

“Request-Response Pairs” and “Alerts” exclud-

ing “Think-aloud” sentences. The results pointed 
out that the most frequently observed assistance 

content was about information for positioning, 

such as being on a start point or end point, on the 
frame, or being inside or outside of the line. 

72.4% of the utterances (341 utterances in total - 

46 of them initiated by A) addressed this type of 

information.  
Es showed a tendency to request assistance by 

directing “Yes/No Questions or Statements” to 

As (N=418) instead of using open-ended ques-
tions (N=7). A’s contributions to the dialogue can 

be also classified as follows: (1) instructional, 

N=69 (i.e. navigational, such as ‘go downward 
from there’), or (2) descriptional utterances, 

N=386. Descriptional utterances included, (2a) 

confirmative assistance, N= 342 (confirming the 

information which haptic explorer has already 
access), and (2b) additional assistance, N=44 

(introducing new property or updating the value 

of already stated property). Below we present 
sample request-response pairs, which introduced 

new information or updated the value of the al-

ready introduced attribute.  

 E: Is this the start point? A: Yes, it is also 

the origin (A updates type, start point as 

type, origin that emphasizes 2D frame of 
reference, and that implicitly carries over 

the value for the starting point) 

 E: no request. A: You are at the first curve;  

type, curve, relation, order, first (both 
type and relation attributes were introduced 

to the dialogue) 

The non-parametric correlation analyses using 
Kendall's tau showed positive correlation be-

tween the existence of attribute update in the dia-

logue and higher sketching scores (N=62, τ=.46, 

p=<.01). Moreover, the number of attribute up-
dates is positively correlated with higher sketch-

ing scores (N=62, τ=.45, p=<.01). As an illustra-

tion, consider one of the dialogues between E 
and A: E asked a question (“Is this going perpen-

dicular?”) to A by pointing “ep1-sp1” segment 

of the graph presented in Figure 3. As stated in 

Table 1, this shape segment can be labeled with 

type, curved, manner, steep, direction, up 
attributes. In his question, E addresses both man-

ner and direction attributes. However, the word 

for “perpendicular” in Turkish can be used to 

refer to both being perpendicular and steep. Here 

A´s response (“There is a slight slope”) updates 

E´s information and it also clarifies possible 
misunderstanding, since in statistical graphs in 

time domain, perpendicular lines are not allowed. 

The resulting request-response pair covers all 
attribute pairs for the particular graph shape (the 

region which E needs assistance) and the sketch 

was rated with 4.5 in average (in 1to5 Likert 
Scale). The parameters (Dale and Reiter, 1995) 

(i) the number of attributes that are available to 

be used in a referring expression and (ii) the 

number of attributes mentioned in the final ex-
pressions seem as a useful indicator to evaluate 

the successful communication. 

Additionally, verbal assistants’ expressions 
that referred to a point or a region on the graph, 

namely type property, were mostly graph-domain 

terms (such as “curve", “peak” etc.). On the other 
hand, haptic explorers showed a tendency to use 

simpler expressions such as “something”, “hill”, 

“elevation”. This indicated that haptic explorers 

had difficulty to access graph-domain vocabulary 
to name the regions or the shape, so that they 

choose alternative ways to name it (including use 

of onomatopoeic words such as “hop hop”).  
The haptic ostensive actions and expressions 

performed to catch the attention of the assistant 

do not directly contribute to conceptualizing the 

graph shape; still their communicative role in the 
dialogues is important. 20.4% (N=247) of all the 

communicative utterances contained HOE that 

enhanced the reference resolution, therefore 
shorter descriptions could be produced instead of 

long descriptions. The analysis of verbal data 

revealed two major subcategories of HOEs: (i) 
Demonstrative Pronouns (DPs) such as 

“This/Here” or “like this”), and (ii) temporal 

pointings (TPs) such as “Now”. Table 3 illus-

trates the frequency values for each HOE catego-
ry. Non-parametric Wilcoxon Signed-Rank tests 

were conducted to investigate the use of different 

HOE types.  The results showed that the haptic 
explorers produced more DPs (z=-4.88, p=<.001) 

and TPs (z=-3.75, p=<.001) than the assistants 

produced. While there is no significant differ-
ence in the number of DPs and TPs produced by 

Es (z=-.50, p=>.05), As preferred to use TPs ra-

ther than DPs. Only a few instances (N=5) of 

DPs uttered by E was responded by A’s use of 
DPs. The instances that illustrate A´s responding 

to E by using different HOE category than the 

one used by E were not observed at all. 
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Only 

by E 

Only 

by A 

Both 

E & A 

Demonstrative Pronoun-DP 99 6 5 

Temporal Pointing-TP 67 27 19 

Table 3. The number of HOEs for each category 

 

We performed a further analysis on salient 
graph parts by focusing on in which area of the 

graph the participants preferred to use one of the 

two HOE categories (demonstratives and tem-

poral pointing) for referring. For this, the accom-
panying content (location being referred to) were 

classified into three groups, (i) reference to start 

points and end points, (ii) reference to intermedi-
ate points or regions on the graph and (iii) refer-

ence to frame (such as being on the frame, or 

being outside of the line). The results of the 
analysis showed a significant association be-

tween the referred location and the HOE prefer-

ence, X
2
(2)=38.2, p<.001.  The results (the stand-

ard residuals for each combination) indicated that 
when the participants referred to a start/end point 

of the graph line, they used DPs (N=48, z=-.6) 

and TPs (N=48, z=-.7). However, for referring to 
any particular point or any region on the graph, 

they preferred DPs (N=59, z=2.8) rather than TPs 

(N=16, z=-3.1). Moreover, when they mentioned 

about the events related to the reference frame, 
they preferred TPs (N=29, z=3.3) rather than DPs 

(N=6, z=-3, all p values are smaller than .05). 

However no main association was found between 
HOE types (DPs or TPs) and whether the re-

ferred region is a point or area. This indicates 

that both specific points (i.e. landmarks) and 
broader regions (i.e. line segments) haptically 

highlighted by E were accompanied by any of 

HOE types; however the position of the point or 

region on the graph (i.e. at the beginning or at the 
intermediate region on the line) has effect on  

which HOE type is preferred.  

4 Discussion 

In an experimental setting, which employed a 

joint-activity framework, pairs of participants 

(haptic explorers and verbal assistants) explored 
the graphs and they exchanged verbal infor-

mation when necessary. Following Dale and 

Reiter (1995), we categorized graph shapes 
(segments/landmarks) and verbal data as attrib-

ute pairs such as type, maximum. When E 
needs assistance about a segment, or global 

shape, her/his question was modeled as a specifi-

cation of the choices of some of the attributes. As 
a response to the request for assistance, the de-

scription of E may be complete, lacking or par-

tially or completely inaccurate. In order to have 

successful communication, verbal assistant 

should provide lacking information or correct the 

incorrect interpretation to complete the coverage 
of attributes in “target set” of attributes. Within 

this framework then, we assume that successful 

communication is achieved when E requests as-
sistance (initiated by haptic explorer w.r.t. his 

needs to avoid over-assistance) and A updates the 

attribute pairs or introduces new attributes. 
Moreover, since E already has access to basic 

spatial properties, a useful solution would be to 

provide information with graph-domain terms, 

and relative terms (since absolute terms are diffi-
cult to implement), as well as relational terms 

that emphasize size and manner gradually (w.r.t. 

haptic explorer´s needs and current knowledge). 
The results of the experiment also showed that 

A’s role in E´s comprehension is critical. First, A 

has a more complete mental representation of the 
graph starting from the onset of haptic explora-

tion due to spontaneous visual exposure to both 

global and local information on the graph. Their 

guidance on salient points with additional attrib-
utes or their aligning the instructions w.r.t haptic 

explorer´s current understanding of the graph 

enhances the comprehension of E. Moreover, the 
verbal assistants introduced more graph domain 

oriented concepts to dialogues, while haptic ex-

plorers tended to use simpler daily terms or even 

onomatopoeic words. This information is im-
portant when forming attribute set for graph 

shapes. 

Our focus was to investigate the content that 
needs additional assistance but our results also 

pointed out the information that can be provided 

more effectively by a different modality than 
verbal modality. The research by Moll and 

Sallnäs (2009) and Huang et al (2012) suggest 

audio-haptic guidance for visually impaired peo-

ple to enhance navigational guidance in virtual 
environments so that the participants focus on 

communication at a higher level. Their results 

indicated that "by using haptic guiding one can 
communicate information about direction that 

does not need to be verbalized" (Moll and 

Sallnäs, 2009, p.9) and "sound provides infor-
mation that otherwise has to be conveyed 

through verbal guidance and communication" 

(Huang et al., 2012, p.265). Considering that 

72.4% of the utterances in our experiment con-
tained information about positioning (being on 

the start point, or on the line etc.), providing this 

information to the explorer seems crucial for the 
assistive system; however delivering this infor-
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mation verbally would yield continuously speak-

ing assistance, therefore sonification can be a 

good candidate to carry this message. Addition-

ally, haptic exploration allows haptic ostensive 
actions that highlight the attended location. The 

location attribute has different characteristics 

than other attribute pairs. It grounds joint atten-
tion between partners by pointing where the as-

sistance is needed, then other attributes provide 

additional information about what the graph 
shape means. As for HOEs, the type of referring 

expressions (demonstrative pronouns or temporal 

pointing) seems affected by the referred location 

(start/end points, intermediate regions or graph 
frame). The results also indicated that the explor-

ers produce significantly more HOEs during joint 

activity compared to the verbal assistants. In the 
collaborative activity settings that allow both 

users (the human explorer/learner and human or 

robot assistant) to manipulate the environment 
haptically (Foster et al., 2008; Moll and Sallnäs, 

2009), the assistants’ haptic ostensive actions 

have salient communicative function. However, 

in our assistance setting, only haptic explorers 
have active role in the haptic exploration. Even 

after requesting assistance from A regarding spe-

cific point or region by pointing with HOE, E 
may still continue to explore. Therefore verbal 

assistants tend to omit uttering HOE and when 

necessary, they use temporal indicators to relate 

a previously mentioned expression to currently 
explored region. This preference of verbal assis-

tants may be due to prevent explorers’ incorrect 

reference resolution. 
Finally, in addition to attribute-set approach of 

Dale and Reiter (1995), a more context sensitive 

version that implemented salience weights was 
proposed by Krahmer and Theune (2002). The 

comparative study between visual and haptic 

perception of graphs indicated that haptic readers 

tend to overestimate small variations on the 
graph shape due to haptic salience induced by 

haptic friction and to underestimate smooth re-

gions that can be useful for segmentation (Habel 
et. al, 2013). Choosing appropriate attribute val-

ue enhanced with salience weights for this kind 

of haptically problematic regions might over-
come this problem in the implementation level. 

5 Conclusion 

Graphs are one of the efficient ways of visual 
communication to convey the highlights of data, 

however visual perception differs from haptic 

perception; therefore the highlighted piece of 

information in visual modality can be hidden 

when it is converted to haptic modality. Hence, 

investigation of differences in two modalities is 

necessary to detect and close the informational 
gap. The current study that explores on-line hap-

tic graph comprehension in the presence of ver-

bal assistance contributes our understanding 
about haptic graph comprehension by investigat-

ing dialogues between haptic explorer and verbal 

assistant as a collaborative activity.  
Taking the Gricean Maxims into account in 

the generation of referring expressions (careful 

selection of the information provided in “attrib-

ute pairs”, updating attributes gradually and be-
ing sure that at the end of the communication 

target attribute set is covered) seems useful in 

enhancing the conversational success of the 
communication (Grice, 1975; Dale, 1992; Dale 

& Reiter, 1995).  In contrast to providing all like-

ly information to the graph reader all together, 
the detection of what s/he wants to know at a 

particular time would yield a more effective de-

sign of the (learning) environment for the graph 

reader when we take into account his/her current 
position, previous haptic exploration movements 

and utterances (the referred locations and how 

these regions were referred), thus addressing ad-
equacy, efficiency and sensitivity criteria. For 

this reason, semantic mapping needs to be ac-

complished in multimodal data. Following Dale 

and Reiter´s approach, we represented graph 
shapes and verbal data as attribute pairs in the 

present study. The empirical results revealed that 

a more successful communication was observed 
when the attributes used by haptic explorers were 

enriched by means of specific, graph-domain 

terminology. Accordingly, building up a multi-
modal system based upon this approach looks 

promising. Future work will address designing 

the generation of verbal assistance based on the 

experimental findings. 
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