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Abstract

A probabilistic approach to the resolution
of referring expressions for task-oriented
dialogue systems is introduced. The ap-
proach resolves descriptions (e.g., “the blue
glass”), anaphora (e.g., “it”), and deixis
(e.g., “this one” w/ pointing gesture) in a
unified manner. In this approach, the notion
of reference domains serves an important
role to handle context-dependent attributes
of entities and references to sets. Previously
we reported the evaluation results in a puz-
zle solving task. This paper briefly explains
the approach and discusses the issues in two
work-in-progress application projects.

1 Introduction

Referring expressions (REs) can be classified
into three categories: descriptions, anaphora, and
deixis. Dialogue systems (DSs) are expected to
handle all the three categories of REs.

We employ a Bayesian network (BN) to model
a RE. One of the two major novelties of the ap-
proach is our probabilistic formulation that han-
dles the above three kinds of REs in a unified
manner. The other is bringing reference domains
(RDs) (Salmon-Alt and Romary, 2001) into that
formulation. RDs are sets of referents implic-
itly presupposed at each use of REs. By consid-
ering RDs, our approach can appropriately inter-
pret context-dependent attributes. In addition, by
treating a reference domain as a referent, REs re-
ferring to sets of entities are handled, too.

Our approach presupposes a certain amount
of manual implementation of domain-dependent
knowledge by developers. Therefore, it would
not be suited to general text processing. How-
ever, it has the potential to be used for any task-
oriented applications such as personal agents in
smart phones, in-car systems, robots, etc.
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Figure 1: WCXD fundamental structure.

2 Bayesian Network-based Modeling

Each REBN (Referring Expression Bayesian Net-
work) is tailored for a RE in the context at the mo-
ment. Its structure is determined by the syntactic
and semantic information in the RE and probabil-
ity tables are determined by the context. Here, we
describe REBNs briefly. The details and an eval-
uation are found in (Funakoshi et al., 2012).

2.1 Structures

Figure 1 shows the fundamental network structure
of REBNs. We call this structure WCXD. The
four nodes (random variables) W , C, X , and D
represent an observed word, the concept denoted
by the word, the referent of the RE, and the pre-
supposed RD, respectively. Here, a word means
a lexical entry in the system dictionary. Each
REBN is derived from the WCXD structure.

2.2 Domains of random variables

A REBN of N words referring to one en-
tity has 2N + 2 discrete random variables:
W1, . . . ,WN , C1, . . . , CN , X , and D. The do-
main of each variable depends on the correspond-
ing RE and the context at the moment. Here,
D(V ) denotes the domain of a variable V .

D(Wi) contains the corresponding observed
word wi and a special symbol ω that represents
other possibilities, i.e., D(Wi) = {wi, ω}. Each
Wi has a corresponding node Ci.

D(Ci) contains M concepts that can be ex-
pressed by wi and a special concept Ω that
represents other possibilities, i.e., D(Ci) =
{c1

i , . . . , c
M
i , Ω}. cj

i (j = 1 . . .M ) are looked up
from the system dictionary.
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D(D) contains L+1 RDs recognized up to that
point in time, i.e., D(D) = {@0, @1, . . . , @L}.
@0 is the ground domain that contains all the in-
dividual entities to be referred to in a dialogue. At
the beginning of the dialogue, D(D) = {@0}.
Other L RDs are incrementally added in the
course of the dialogue.

D(X) contains all the possible referents, i.e.,
K individual entities and L + 1 RDs. Thus,
D(X) = {x1, . . . , xK , @0, . . . , @L}.

2.3 Probability tables
A REBN infers the referent (i.e., the true value of
node X) using four types of probability tables.

Realization model: P (Wi|Ci, X)

P (Wi = w|Ci = c,X = x) is the probability
that a hearer observes w from c and x which the
speaker intends to indicate.

Relevancy model: P (Ci|X,D)

P (Ci = c|X = x,D = d) is the probabil-
ity that concept c is chosen from D(Ci) to indi-
cate x in d. Developers can implement task do-
main semantics in P (Ci|X, D). By considering
d, context-dependent attributes are handled.

Referent prediction model: P (X|D)

P (X = x|D = d) is the probability that en-
tity x in RD d is referred to, which is estimated
according to the contextual information (such as
gaze) at the time the RE is uttered but irrespective
of attributive information in the RE.

Domain prediction model: P (D)

P (D = d) is the probability that d is presup-
posed at the time the RE is uttered, which is esti-
mated according to the saliency of d.

3 Work-in-Progress Apps and Issues

Currently we are working on two different appli-
cations: Map-search as a mobile/PC application
and Object-fetch as a robotic application. In Map-
search, the user can search locations on a map
and identify a location to query the information
of the location or to get a navigation to the loca-
tion. In Object-fetch, the user makes a robot iden-
tify an object in the user’s home or office to fetch
him/her it. By applying REBNs to these domains
different from each other and from the Tangram
task with which we made the first evaluation, we
will be able to verify the quantitative performance

and qualitative ability of our approach in diverse
aspects. For example, in Map-search, the num-
ber of referents can be huge while Tangram has
only 7 referents. Therefore, computational com-
plexity will be an important issue for realtime op-
eration. It is unrealistic to consider all locations
every time. We will have to devise a way to ef-
ficiently limit the number of candidates for each
time without excluding true referents.

Not limited to Object-fetch but especially in it,
handling of unknown objects is vital, while all ob-
jects are known in Tangram. The robot must rec-
ognize a RE to an object that it does not know.
For this purpose we can introduce χ for an un-
known referent in D(X). Hopefully, χ will have
the highest probability for REs to unknown ob-
jects. Uncertainty due to speech recognition er-
rors, unknown words, and unknown concepts is
also a severe issue. There is a possibility that ad-
justing the parameter ϵ (here, P (W = w|C =
Ω, X) = ϵ) eases the problem. The larger ϵ is, the
more P (X|D) influences inference results, i.e.,
the contextual information outside the RE gets
more importance. For example, in a low signal-
noise ratio environment, the robot could selec-
tively rely on the context by increasing ϵ.

In both applications, spatial relations are im-
portant to identify referents. To handle relations,
we are going to introduce another type of node for
relations in REBNs to combine multiple REBNs
into one.

System design methodology is the last but not
least issue. While REBNs allow different design
patterns of the world inherent in each application,
the best design pattern seems to depend on each.
For example, using the set of the location IDs in
a database as D(X) seems reasonable for Map-
search. However, this design pattern does not
work with Object-fetch. Object-fetch requires the
object IDs in the robot’s database to be included in
D(C). Through building Map-search and Object-
fetch in parallel, we would like to clarify different
design patterns and the conditions to chose a de-
sign pattern for each application.
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