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Abstract

The problem of how a recommender system
should react to over-constrained queries has often
been discussed. A query is over-constrained if the
stated preference combination cannot be satisfied
by any item in the database. We address the gener-
ation of cooperative responses to over-constrained
queries in the context of a conversational recom-
mender system embodied by an artificial agent
whose task it is to help customers furnishing their
living-room. The solution proposed is designed
for preference statements of qualitative nature,
and is aimed at avoiding arbitrary weightings of
preferences. It combines Decision Theory with
a cognitive model of multi-dimensional concept
representation, conceptual spaces [8], which al-
lows the assessment of preference according to
distances in the cognitive space.

1 Introduction

This paper grows out of the KomParse project which
aims at the design of non-player-characters (NPC) with
natural language dialogue capabilities for virtual envi-
ronments. More specifically, we have developed an ar-
tificial sales agent / interior designer who helps cus-
tomers furnishing their virtual living room. In this
scenario, the NPC embodies a conversational recom-
mender system. Here follows an example dialogue,

∗The research reported in this paper has been conducted as part
of the project KomPARSE, carried out in cooperation by the Zen-
trum für Allgemeine Sprachwissenschaft (ZAS) and the Deutsches
Zentrum für Künstliche Intelligenz (DFKI) from June 2008 until
June 2011. The project is funded by the ProFIT program of the
Investitionsbank Berlin and the European Regional Development
Fund.

taken from a corpus of NPC-human dialogues in the
furniture sales scenario obtained by a Wizard-of-Oz ex-
periment [3]:

(1) USR.1: And do we have a little side table for the
TV?
NPC.1: I could offer you another small table or a
sideboard.
USR.2: Then I’ll take a sideboard that’s similar to
my shelf.
NPC.2: What about this one?
USR.3: No, that doesn’t fit in here.
NPC.3: Here is another one. Do you like it?
USR.4: Is there a black or white sideboard?
NPC.4: No I’m afraid not, they are all of light or
dark wood.
USR.5: Ok, then I’ll take this one.
NPC.5: All right.

Two requirements are of special interest to us: the abil-
ity of the NPC to understand and represent the user’s
preferences, and the ability to generate answers that
optimally contribute to the satisfaction of these prefer-
ences. An important problem is the generation of such
optimal responses in a situation in which the constraints
imposed by the user’s preferences cannot be satisfied by
any object in the database. This situation is commonly
called retrieval failure and the query leading to it is said
to be over-constrained. Turns NPC.1 and NPC.4 of (1)
are examples of optimal responses to retrieval failures.

The NPC can react to an over-constrained query in
different ways. The following example shows some of
them:

(2) USR.1: Let me see a modern one ... If it’s possible
a yellow one, please.
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NPC.1a: I don’t have something like that.
NPC.1b: I don’t have something like that, but may
be you will like this one. (shows object)
NPC.1c: (I don’t have something like that, but) I
can offer you a modern sideboard in white or a vin-
tage one in yellow.

In (a) the NPC just informs the user about the unavail-
ability of the desired type of furniture. In (b) he addi-
tionally shows an alternative object. In (c) the NPC ad-
ditionally proposes two alternatives that are similar to
the requested object. For each alternative, one of the re-
quested characteristics is kept, while the other is relaxed
and a new value which is similar to the requested one is
proposed. Clearly, (a) is the least informative response,
and for (b) the NPC has to have good reasons to believe
that the selected object is best fitting to the user’s pref-
erences. In (c) the NPC is uncertain about which of the
alternatives found better fulfills the preferences of the
user, so he decides to present at least some of them. In
this paper we will present a general approach to finding
optimal alternatives to an over-constrained query. Ad-
ditionally, we will address the generation of answers of
type (c).1

The dialogue course of action is the following: first,
the system asks the user an open question about his
preferences and the user provides a property-value
combination as an answer. Alternatively, the user
may request a property-value combination without hav-
ing been asked before. Next, the system performs
a database search for objects exhibiting the property-
value combination demanded by the user. If the search
fails to return some item, the system looks for alterna-
tives to propose. As in (c), the system may propose
a set of alternative property-value combinations, from
which the user may choose one. An object exhibiting
the chosen property-value combination is then shown
to the user.

In human-to-human communication, responses do
not only communicate their literal content but also ad-
ditional implicatures. Assuming that the sales agent is
maximally cooperative, an answer like (a) implies that
there is no good alternative unknown to the user. Show-

1The choice of the type of response is relegated to a separate
content planning module which we will not describe in this paper.
The content planning module does not only decide which alterna-
tives to present, but also how to present them, e.g. whether to show
an object, as in (b), or request information about the user’s prefer-
ence over a set of property-value combinations, as in (c).

ing an object as in (b) does not carry linguistic implica-
tures, but one might infer that the sales agent believes
that the selected object is best fitting to the user’s prefer-
ences, although there may be other interesting alterna-
tives. Finally, (c) carries the implicature that the modern
sideboard in white and the vintage sideboard in yellow
are, to the speaker’s best knowledge, among the best al-
ternatives which he can offer. There is also a strong ten-
dency to understand this alternative exhaustively, i.e. as
meaning that all other alternatives, if they exist, are even
more remote from the user’s preferences. In order to
maintain a human-like appearance, the responses gen-
erated by the NPC must vindicate these implicatures.

Our theoretical model for determining optimal re-
sponses to over-constrained queries handles not only
simple preference statements such as ‘I want a yellow
sideboard,’ but also more demanding ones, such as the
similarity requirement in (1) ‘a sideboard that’s similar
to my shelf.’ We will address this problem in Section 5.
Our representation will be based on a multi-attribute
utility analysis [10]. The main theoretical problem is
the search for optimal alternatives, if preferences can-
not be matched. This becomes a problem as the prefer-
ence statements of the user, in general, underdetermine
their preferences over available database entries. We
approach this problem by stating preferences in the fur-
niture sales scenario as preferences over property com-
binations in a conceptual space [8]. We show how the
natural similarity relations on conceptual spaces can be
of crucial use in the search for alternatives.

The proposed model is of interest for a system in
which no user model containing information about the
values preferred by the user for the different attributes
and about the relative importance of those is available.
In such situation the design has to rely on a priori
knowledge about domain properties. We show how for
this problem a combination of conceptual spaces with
a multi-attribute utility analysis can be used for finding
optimal responses. In Section 2, we introduce our the-
oretical model for the retrieval of optimal alternatives,
and show how to apply it with an extended example in
Section 3. In Section 4, we discuss related work. In
section 5, we propose several techniques to reduce the
retrieval set if it becomes too large. Finally, in Section
6 we summarize and conclude.
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2 The framework

In the dominant BDI (belief, desire, intention) frame-
work of modal logic, a statement as ‘I would like to
have a purple leather sofa’ would receive a represen-
tation similar to 2∃x(have(I,x)∧ sofa(x)∧purple(x)∧
leather(x)), where 2 is a modal operator for desire such
that 2ϕ is true iff ϕ is true in all desired worlds [11].
Modal logic representations are plagued by a number
of well-known paradoxes. One especially relevant to
our scenario is Ross’ s paradox [16], a variant of which
is the inference from ‘I want that the letter is mailed’
to ‘I want that the letter is mailed or burned’ which is
valid in a standard BDI framework. Hence, also the in-
ference from ‘I want a purple leather sofa’ to ‘I want
a purple or green leather sofa’ is valid. We therefore
opted for a framework based on multi-attribute utility
theory (MAUT) [10].

In Decision Theory, preferences are represented by
utility functions which map the possible outcomes of
decisions, in our case the objects of the catalogue, to
real values. If these preferences are only stated qualita-
tively, then only the fact that some outcome is preferred
over another is known but not the degree of the pref-
erence. Arguably, in Example (1), all preference state-
ments are qualitative in nature. Ceteris Paribus (CP)
nets [5, 4] allow the representation of qualitative pref-
erence statements as a directed graph. CP-nets have re-
cently been proposed as a framework for the semantics
of natural language statements about preferences [2].
The representation of preferences in CP-nets is based
on MAUT. If we can assume that preferences over out-
comes of decisions only depend on a finite number of
attributes {F1, . . . ,Fn}, then the pre-order � over out-
comes can be represented by a pre-order over n-tuples
{a1, . . . ,an} of values ai for attributes Fi. In our sce-
nario, the attributes are properties like colour, material,
and size. CP-nets allow the representation of condi-
tional preference statements of the form: if a1, then a2
is preferred over a′2. This statement receives a ceteris
paribus interpretation: a2 is preferred over a′2 given a1
if the value of all other ai are equal. CP-nets do not al-
low the representation of probabilities or gradual pref-
erence statements.

As mentioned before, the preference statements in (1)
are qualitative and not graded. Nevertheless, CP-nets
turn out to be unsuitable for a number of reasons. In
general, a user interacting with an NPC will not pro-

vide a complete characterization of his preferences. For
example, if the customer says that he wants to have a
purple sofa, then we can infer that red or yellow is less
desired, but we cannot logically infer that a red sofa is
more desired than a yellow sofa. However, we need this
information for proposing alternatives. As a detailed
preference elicitation is not viable, the CP-net result-
ing from utterance interpretations will leave the prefer-
ences highly underspecified, and no useful inferences
about the user’s relative preferences for alternative val-
ues can be drawn. In order to facilitate such inferences,
we made use of the natural similarity measures of the
property domains as they are represented in conceptual
spaces [8]. We therefore based our representation of
preferences more directly on MAUT by making use of
real-valued preference functions on conceptual spaces.
In the next section, we explain our representation of
preferences and the retrieval of optimal alternatives ac-
cording to those.

We make the simplifying assumption that the cus-
tomer’s preferences can be represented by an additive
multi-attribute utility function [10]. This means that
each database object a can be identified with a sequence
of attribute values 〈a1, . . . ,an〉 such that the customer’s
utility function F can be decomposed into the sum of
his preferences over the different attributes which in
turn can be represented by a non-negative real valued
function Fi for the i’th attribute:

F(a) = F1(a1)+F2(a2)+ . . .+Fn(an) (2.1)

A consequence of this representation is that the prefer-
ences over the i-th dimension satisfy a ceteris paribus
condition. This means, if Fi(ai) > Fi(a′i), then ai is ce-
teris paribus preferred over a′i. The customer’s pref-
erence statements reveal a desired combination of at-
tribute values 〈a′1,a′2, . . . ,a′m〉 where not all possible at-
tributes need to receive a value. Hence, the sales agent
cannot be sure that the stated attribute-value combina-
tions are an exhaustive list of all relevant attributes, but,
for the specific answering situation which we are inter-
ested in, he can assume that only those attributes count
which are explicitly mentioned. The utility function
F can be further constrained by dividing the attributes
into hard and soft attributes. For example, when the
customer states that he wants a purple leather sofa, we
can assume that [TYPE = sofa] is a hard constraint, and
that the values for COLOUR and MATERIAL define soft
constraints. Hence, searching for optimal alternatives
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is equivalent to a constraint optimization problem for
which a database object a has to be found which sat-
isfies all hard constraints and optimizes F(a), where
F is a sum of the utilities Fi(ai) for soft attributes i.
The main problem to be solved is how to optimize F(a)
without actually knowing F .

At this point, we can exploit the geometrical structure
of the colour space. We know that red is closer to purple
than yellow is. If we assume that the preferences de-
crease with increasing distance, we can infer that red is
preferred over yellow. This consideration can be gener-
alized to other attributes if the respective domains come
with a natural distance measure. The customer’s pref-
erence statements then define a target t in a conceptual
space, and we can assume that, if di measures the dis-
tance between two values of attribute i, then

di(t,ai)< di(t,a′i)⇒ Fi(ai)> Fi(a′i). (2.2)

This still only provides a weak characterization of the
utility function F , as we do not know e.g. the value of
differences Fi(ai)−Fi(a′i) or the relative weight of the
different attributes, i.e. Fi(ai)− Fj(a′j). Nevertheless,
we have enough information to solve the constraint op-
timization problem. The solution is to provide an an-
swer which is independent of the remaining utility func-
tions.

From now on, we assume that the desired target is an
element in a conceptual space, and that for each dimen-
sion i of this space the distance of the values ai from
t can be measured by a measure function di. Condi-
tion (2.2) entails that objects which are closer to the tar-
get are preferred. As we are minimising the distance,
it is easier to think of F as a penalty function, i.e. a
utility function for which lower values correspond to
more preferred values. This entails that F has to be
minimized, and, in particular, that di(t,ai)< di(t,a′i)⇒
Fi(ai) < Fi(a′i). As the set of database entries is finite,
we can order all values of the i’th dimension accord-
ing to increasing distance. We can identify them with a
set Ei of natural numbers, and the search space with the
product ∏i Ei which may contain more elements than
the database. For this search space, we can reduce the
problem of finding an optimal proposal of alternatives
to a purely geometric problem:
Theorem 1 Let (Ei)

n
i=1 be a sequence of sets of natural

numbers, E = ∏i Ei, and e� e′ :⇔∀i ei ≤ e′i. Let D⊆ E
and e = (ei)

n
i=1 ∈ D. Then the following conditions are

equivalent:

1. e is a �-minimal element of D.

2. e is an element of the set

K = {e ∈ D | ∀e′ ∈ D : ∃i e′i < ei→∃ j : e j < e′j}.

3. There are functions Fi : Ei→R+
0 , i = 1 . . . ,n, such

that

(a) ∀n,m ∈ Ei : n< m→ Fi(n)< Fi(m),
(b) and

n

∑
i=1

Fi(ei) = min
e′∈D

n

∑
i=1

Fi(e′i)

The proof is straightforward. D represents the set of
database objects. K is the set of all objects which are
such that if there is an object e′ which is closer to the
target in one dimension, then there is at least one other
dimension in which e′ is farther from the target. Be-
ing an element of K is equivalent to being a �-minimal
database element.2 The elements of K are called Pareto
efficient, or the efficient frontier in multi-attribute utility
theory [10, p. 70]. The theorem says that whatever the
actual preferences of the customer are, as long as they
satisfy condition (3a), the set K will contain at least one
object which optimally satisfies them. And conversely,
if e is an element of K, then there exist preferences of a
possible customer for which e is optimal.

The theorem is applied as follows: we divide each
dimension in the conceptual space into a finite number
of intervals. All the items located in the same interval
are treated as equally distant from the target. Thereby,
the conceptual search space becomes isomorphic to a
product space E = ∏n

i Ei.3 The elements of E represent
n-dimensional cubes in the conceptual space. For E, it
is a purely geometrical problem to determine K. Each
element in K is Pareto efficient. The user chooses one
of these cubes. It can be expected that this cube con-
tains a database element which optimally satisfies his
preferences.

2The condition that the utility function F is additive is not really
necessary. It is only needed that e� e′⇔ F(e)≤ F(e′).

3More precisely, we first assign to each element in the concep-
tual space a vector which represents its distance from the target t
which was defined by the user’s preferences. Hence, we have to
assume that the conceptual space is endowed with a suitable vec-
tor space metric. This is stronger than the conditions formulated by
[8], but it is in line with formalization in the AI literature, see e.g.
[1, 15].
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The dialogue between the customer and the sales
agent can be seen as a joint search for an optimal ob-
ject in the database. We can conceptualize the situa-
tion after a failed search of the database as a game in
which the NPC first provides more information about
the available objects, and the user then communicates
his preference among these available alternatives4. The
exchange is successful if the new preference combina-
tion is the best one which can be satisfied5. By pre-
senting K to the customer, it is guaranteed that, what-
ever the preferences of the customer are, at least one
element of K is optimal for him. It can be shown that
the presentation of K is the optimal choice for the NPC
if the costs of verbally presenting K are negligible. If
the goal is to find the best liked object in the catalogue,
not just choosing some object, that the user is aware of
the available alternatives gives us a guarantee of task
completion. Moreover, the dialogue is more efficient,
since the user requests unavailable property combina-
tions less often. However, sometimes it is not the case
that the costs of verbally presenting K are negligible,
and a subset of elements of K has to be selected for
presentation. In section 5, we will discuss several ap-
proaches to non-arbitrarily choosing a subset of K for
verbal presentation.

3 Example

To illustrate the retrieval of optimal alternatives we con-
sider the following example:

(3) USR: I would like to have a purple leather sofa.
NPC: I’m afraid we don’t have a purple leather
sofa, but I can show you a purple fabric sofa or
a black leather sofa.

We assume that the database search returns no result for
the stated preferences. How can the NPC generate his
answer? Following the framework presented in section
2, the stated properties first are used to define a target
in a conceptual space which we represent as a feature
structure:

4In the case that there is only one available alternative this will
be presented directly.

5However, it might happen that once the items that exhibit the
preference combination have been seen, the user resorts to a differ-
ent preference combination because he likes none of the objects.
This brings nevertheless the task forward, since the user further
adapts his preferences to the available choices.

[
COLOUR purple
MATERIAL leather

]

As the target only defines values for material and
colour, we can assume that the relevant conceptual
space is defined by these properties. Gärdenfors [8] dis-
tinguishes between properties and concepts. Properties
are defined by a combination of attributes which cannot
be attributed to an object independently of each other,
i.e. if one attribute has a value, then all other attributes
defining the property must have a value. Colour is a
property which can be described, e.g. in the Hue Sat-
uration Value (HSV) colour model, by hue, saturation
and value, three attributes which define the dimensions
of a vector space. The HSV value of each colour term
is specified in the knowledge base. This information is
used for defining the specific HSV value of the target
object.

In the next step, the colour space has to be divided
into a finite set of colour values which are treated as
equally distant from the target value. For simplicity, we
assume here that the corresponding equivalence classes
partition the colour domain into a set of intervals. The
threshold values for the intervals are determined by
comparing the distance between shades of the target
colour (e.g. purple and amethyst), colours which are
neighbours of the target colour on the colour wheel (e.g.
purple and blue), and complementary colours, which lie
opposite the target value on the colour wheel (e.g. pur-
ple → yellow). The remaining colours were collected
in an interval between the neighbours and the comple-
mentary colours. The result is shown in Table 16.

Distance Equivalence
class

t < 100 0

100≤ t < 200 I

200≤ t < 350 II

350≤ t < 550 III

550≤ t IV

Table 1: Intervals defining the equivalence classes of the
colour dimension.

The second property specified by the customer is
the material. The knowledge-base contains informa-
tion about five attributes such as organic/non-organic,

6The values I-IV are the numbers of one dimension in the prod-
uct space ∏2

i=1 Ei from Theorem 1.
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softness, robustness, see Table 2. These attributes have
binary values and define together a five-dimensional
space.

Material organic rough soft robust cold
Leather 1 0 1 0 0
Fabric 1 1 1 0 0
Plastic 0 0 0 1 0

Table 2: Material properties specified in the knowledge-base.

In analogy to the colour property, the material prop-
erty is divided into intervals. The distance between
the target value and the other materials can be defined
by the number of dimensions for which the materials
share the same value. For example, fabric is more sim-
ilar to leather than plastic because leather and fabric
share more values: leather and fabric share four val-
ues, whereas leather and plastic share only two values.
In general, material can differ with respect to all five
properties. If all five values are identical with the tar-
get value, the material can be assigned to equivalence
class 0. If all the values are different from the target
value, then it is assigned to equivalence class V. The
same principle holds for all intermediate classes.

Let us assume that there are five sofas in the database,
which are specified for material and colour, both in
HSV format and with the corresponding natural lan-
guage term (see Table 3).

Object Properties
Sofa Alatea

[
COLOUR red
MATERIAL fabric

]

Sofa Consuelo
[

COLOUR yellow
MATERIAL fabric

]

Sofa Grace
[

COLOUR airForceBlue
MATERIAL fabric

]

Sofa Nadia
[

COLOUR black
MATERIAL leather

]

Sofa Isadora
[

COLOUR amethyst
MATERIAL fabric

]

having larger

Table 3: Catalogue items specified for colour and material

In the next step, the colour and material values of
each sofa are assigned to an equivalence class in the
corresponding dimension. For example, the distance
between the desired colour purple and the colour of sofa
Alatea is 319. This value puts the later into equiva-

lence class II. The distance between purple and yellow
is 420, which puts sofa Consuelo into equivalence class
III. The distance between purple and amethyst is 192,
which puts sofa Isadora into equivalence class I. There-
fore, if we only considered the colour of sofas Alatea,
Consuelo and Isadora, sofa Isadora would be the candi-
date which fits best the customer’s preferences.

In our example only sofa Nadia is made of leather,
the value desired by the customer. Therefore, it is as-
signed equivalence class 0. All other sofas have the
value fabric. Fabric shares with leather all values ex-
cept roughness/smoothness, so it is assigned equiva-
lence class I. Table 4 shows the equivalence class vec-
tors of all sofas in the database.

Object Equivalence classes
Sofa Alatea

[
COLOUR II
MATERIAL I

]

Sofa Consuelo
[

COLOUR III
MATERIAL I

]

Sofa Grace
[

COLOUR II
MATERIAL I

]

Sofa Nadia
[

COLOUR III
MATERIAL 0

]

Sofa Isadora
[

COLOUR I
MATERIAL I

]

Table 4: Catalogue items with their respective equivalence
classes.

The distribution of sofas in the resulting two-
dimensional vector space can be seen in Figure 1. Find-
ing the set K of optimal candidates with respect to the
users preferences is now a purely geometrical problem
as stated in Theorem 1.

Colour

Material

0 I II III

I

II

III

Figure 1: Geometric representation of the search space for
optimal candidates.
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The only elements of K are the points (III,0) and (I,I).
If we compare the respective sofas to sofas assigned to
other points, we can see that there exists at least one
dimension in which the elements of K are better. Each
point in K corresponds to a cube in the corresponding
conceptual space defined by the properties material and
colour. Each of the two optimal cubes contains exactly
one sofa. Hence, we end up with sofa Nadia and sofa
Isadora. Their values for colour and material can now
be used to generate an answer which informs the cus-
tomer about the best available alternatives. First, the
customer must be informed that there is no object in the
database which meets his preferences directly, e.g. by
producing ‘I’m afraid we don’t have a purple leather
sofa’. Then, he has to be informed about the optimal
alternatives. For this step, we first consider the feature
structures of the two sofas as specified in the catalogue,
see Table 5. The problem which has to be solved now



NAME Sofa Nadia
COLOUR black
MATERIAL leather







NAME Sofa Isadora
COLOUR amethyst
MATERIAL fabric




Table 5: Sofa Nadia and Isadora

is the verbalisation of this set of alternatives. For exam-
ple, the customer may not know which colour amethyst
is, in particular, he may not know that it is a shade of
purple. We therefore restricted the colour terms which
may occur in answers to basic colour terms, which the
customer can be assumed to know. The next basic
colour term which is higher in the colour ontology than
amethyst is purple. The colour of Sofa Nadia black
already is a basic colour term. For material, the cat-
alogue only contains basic properties which are com-
monly known. Hence, we can generate the sentence ‘I
can show you a purple fabric sofa or a black leather
sofa’. Adding ‘but’ to mark contrast we arrive at the
answer given in (3), repeated here as (4):

(4) USR: I would like to have a purple leather sofa.
NPC: I’m afraid we don’t have a purple leather
sofa, but I can show you a purple fabric sofa or
a black leather sofa.

In the introduction, we said that a response as in (3)
is not only conveying literal information about available
alternatives but also the implicature that to the speaker’s
best knowledge there are no alternatives which are bet-
ter than those mentioned. This can now be put more

precisely as meaning that there are no property com-
binations which would be closer to the target than the
combinations mentioned as alternatives. This condition
is automatically satisfied by the construction of the an-
swer. If the answer is understood to be exhaustive, then
it even follows that the reamining alternatives are worse
than those presented. In order to make the answer ex-
haustive, all elements of the efficient frontier K had to
be presented. This goal can only be met if the size of K
does not contain more than three to four elements. The
model therefore predicts that only small numbers of al-
ternatives, i.e. one or two, are interpreted as exhaustive,
and that more answers with three or four alternative
property combinations are ambiguous between being
exhaustive and not exhaustive. It remains to be tested
whether humans in their conversation make the exhaus-
tive interpretation dependent on the number of alterna-
tives. If the answer does not mention all elements of
K, then it may be that the customer would prefer one
of the unmentioned elements. But even in this case, the
implicature that there is no closer alternative property
combination than the mentioned one is true.

Finally, we want to motivate our division of the dif-
ferent dimensions into intervals and, thereby, the divi-
sion of the search space into cubes of roughly equiv-
alent property-value combinations. Instead, we could
have directly searched for a list of Pareto efficient
database objects. The first reason for our approach is
that the division of the dimensions into intervals re-
sults in a coarser-grained search space, and, conse-
quently, in a smaller K. Second, as Example (3) shows,
the sales agent’s answer proposes alternative property-
value combinations, not objects, each of which denotes
an alternative area in the conceptual space. Hence, the
goal of our search is, at this stage, to find property-
value combinations which can be presented verbally.
Third, that K contains all possibly optimal alternatives
depends on a number of assumptions, one of them be-
ing the assumption that the user’s utility function F
strictly increases with distance from the target; another
one being the assumption that all relevant attributes are
known. Especially the later will not be met in practice.
A small difference of the colour shade of two objects
will not necessarily outweigh all other differences with
respect to unnamed attributes, such as e.g. shape, size,
style, or price. By dividing each dimension into a set of
intervals we make sure that the differences between the
database objects falling in different intervals are large
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enough so that the preferences for them are also sig-
nificantly different. Finally, each cube is representative
of a different trade-off. Presenting cubes, thus, already
guarantees diversity in the presentation set.

4 Related work

In the recommender systems literature we find many ap-
proaches to the generation of cooperative responses to
over-constrained queries. Most of them consider only
situations in which the weights of the different prefer-
ences are known. A common approach is to propose the
user one or several query relaxations. A query relax-
ation means that some constraints expressing user pref-
erences are dropped so that the remaining constraints
can be satisfied by some catalogue object. Query relax-
ations are usually computed on the basis of a ranking
of attributes such that weaker constraints are proposed
for relaxation first, e.g. [9, 13, 14, 18]. Additional cri-
teria may be considered such as e.g. the minimality of
the subset of constraints chosen for relaxation [9, 13], or
the density of the constraints measured as the amount of
items in the search result [9, 14]. Such approaches suf-
fer in general from the problem that the extent to which
a constraint must be violated is not taken into account.
To illustrate this point, consider the situation in which
the user has requested a “lilac wallpaper with floral pat-
tern” and the available options are “lilac wallpaper with
stripes” and “pink wallpaper with floral pattern”. Even
if the user has a strong preference for colour over pat-
tern, the second option is still interesting for him, since
colour is violated only to a small degree, while in the
first option pattern suffers from a more dramatic viola-
tion. These approaches would only select or rank higher
the option preserving the colour. A similar situation
arises when a query relaxation involves a small viola-
tion of more than one constraint and a second query
relaxation involves a strong violation of a single con-
straint. The second option would be preferred by most
of those approaches.

This problem is overcome by decision-theoretic ap-
proaches to item retrieval, such as [6, 12, 19], among
others. In these approaches items are ranked accord-
ing to overall similarity to the requested item, where
overall similarity is computed as the weighted sum of
local similarity measures for the specified attributes, as

shown by the following equation7:

F(e) =
n

∑
i=1

αiFi(ei) (4.3)

where e is an item, N the number of attributes, ei and
αi the value and the weight of attribute i, respectively,
and F a utility function. McSherry [12] and White et al.
[19] do not only include the item with the highest score
in the retrieval set, but also those items with the highest
score that represent each a different possible trade-off,
ensuring, thus, diversity in the retrieval set8.

Our approach is in line with these decision-theoretic
approaches. Our main contribution with respect to
them is the assessment of preference of one alternative
over another based on similarity. In general, these ap-
proaches do not consider how the similarity measures
are obtained or represented. They do not assume any
model of concept representation. In our work, by rep-
resenting the search space as conceptual spaces, we ex-
plicitly focus on the preference assessment part of the
task.

Another difference with these approaches is that they
assume that the strengths of the different preferences
are known to the system, while we consider the sit-
uation in which the preferences are of qualitative na-
ture. Faltings et al. [7] do also consider the situa-
tion in which the weights of the different preferences
are unknown. They discuss three qualitative models of
preferences: a dominance-based one which retrieves all
Pareto-optimal candidates (undominated candidates), a
utilitarian one which minimizes overall penalty and
an egalitarian one which minimizes maximal penalty.
While the dominance-based model does not make any
assumption about the preferences and retrieves all pos-
sible trade-offs, the utilitarian model assumes that over-
all similarity to the requested item, that is, overall
smaller violations are preferred, while the egalitarian
model assumes that strong violations are dispreferred.
With an increasing number of preferences, Faltings et
al. [7] conclude that the utilitarian and egalitarian fil-
ters are superior to the dominance-based one. How-
ever, according to their results, the probability for the
dominance-based filter of retrieving all Pareto-optimal

7McSherry [12] uses a variant of this formula that additionally
divides the sum through the sum of the weights for the different
attributes.

8Diversity in retrieval sets has been an important topic of recent
research in the area of recommender systems.
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items for a small number of preferences and retrieval
sizes that range from .046 to 7 % of the whole catalogue
is quite high (e.g. 100% for one and two preferences,
around 68% for three preferences). This makes the
dominance-based filter suitable for our scenario, where
at most four preferences are stated, but mostly just two
or three, and the allowed retrieval set sizes are within
the limits considered by Faltings et al. [7]9. In next sec-
tion, we present additional filtering mechanisms which
allow us to reduce the retrieval set in cases in which it
becomes too large for verbal presentation.

5 Filtering and ranking the retrieved
alternatives

In section 3 we explained that the division of the dimen-
sions in the search space into intervals already guar-
antees a smaller retrieval set. However, summarizing
options in cubes involves sacrificing accuracy, that is,
cubes could contain dominated alternatives. There are
two solutions for this problem. One possibility is to
have cubes of different sizes: smaller cubes for shorter
distances and increasingly larger cubes for larger dis-
tances. The grouping of distances in intervals of dif-
ferent sizes is in consonance with the idea that per-
ceived similarity [17] exponentially decays with in-
creasing distance to the target. Although perceived sim-
ilarity is measured as the probability that two stimuli
obtain the same response, we can generalize it to our
task, by assuming that from a certain distance objects
are (almost) equally unacceptable for the user. This al-
lows us to preserve accuracy for short distances, while
keeping the amount of cubes small. Another possibility
simply involves filtering dominated items within a cube
out according to the original local similarity measures.

Finally, in the furniture sales scenario domain knowl-
edge supports the selection of a subset of Pareto ef-
ficient elements without arbitrarily weighting the at-
tributes. In Example 1 we have seen that similarity to
already existing furniture plays an important role. Pref-
erence statements as e.g. ‘sideboard similar to my shelf ’
can be treated in the same way as preference statements
of the form ‘a white sideboard’. The only difference

9We set our retrieval set size to four, which corresponds to what
is generally assumed to be the upper limit on the amount of items
which can be verbally presented without imposing too much cogni-
tive load on the user. With a catalogue of up to 869 items we will
still be within the relative retrieval set sizes considered by these au-
thors in their experiment.

is that the target t is not defined by explicitly stated
properties but by the properties of the object of com-
parison. In general, constraints which state that the
searched piece of furniture must harmonize with exist-
ing furniture can be added by default. This means that
a selection from K can be made on the basis of a func-
tion which measures how well new objects x harmo-
nize with existing objects t. This means, if t1, . . . , tm are
the relevant objects with which the new object should
harmonize, then we can rank the objects in the cubes
e ∈ K according to the min{d(xe, t1), . . . ,d(xe, tm)}, and
select the property combinations of the best objects in
the three or four best cubes for presentation. The rank-
ing also provides us with an order for showing objects
once a particular property combination has been cho-
sen.

6 Conclusion

We have presented an approach to finding optimal al-
ternative search space areas to serve as the basis for
the generation of optimal cooperative responses to over-
constrained queries. Our approach computes the com-
plete set of optimal alternatives without assuming any
particular weights for the different attributes. Our main
contribution is the connection of Decision Theory with
a cognitive model of concept representation which al-
lows, based on a natural similarity measure, to constrain
the values of utility functions. Several methods have
been proposed for non-arbitrarily reducing the size of
the retrieval set.

The solution proposed is not only valid in a situa-
tion in which no items meet the requirements imposed
by the user, but also in a situation in which all items
meeting the requirements have been shown and plainly
rejected by the user. In such a situation, the system also
has to come up with further alternatives to propose. The
approach presented in this paper can be applied in this
situation without modification, provided only that the
rejected items are excluded from the search space.

For the dialogue capabilities of the NPC to be human-
like, this has not only to convey correct literal informa-
tion but also make sure that the implicatures that a hu-
man addressee will automatically infer from the answer
hold true. For example, the human addressee will infer
that, to the speaker’s best knowledge, the alternatives
are among the best he can offer. This implicature is au-
tomatically satisfied by the construction of the answer.
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Currently, we are working on the content planning
component of the answer generation. In order to
guarantee that the customer finds the object that best
matches his preferences, an optimal global strategy in-
volves reducing as much uncertainty as possible regard-
ing the acceptability of the different options (especially
the interesting ones) in the shortest possible dialogue.
If the system has information that an option is much
more preferred than the others, it will proceed to show
an object representative of that option. If, otherwise,
there is no such evidence, the system will have to find
out how the user stands to the available alternatives and
then present objects accordingly. Often, only a subset of
the alternatives can be presented. Our approach repre-
sents the system’s beliefs about the acceptability of the
different options in a probabilistic network. The sys-
tem will choose the alternatives so, that they represent
as many trade-offs as possible and that finding out how
the user stands to them allows to draw more inferences
about the acceptability of the different items.
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