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Abstract will help with two other important aspects of dia-
logue:flexibility andportability. By flexibility, we
mean the ability of the system to cover all natural
dialogues (i.e., dialogues that humans would natu-
rally engage in) for a given domain. Flexibility is
important for naturalness and ease of use, as well
as making sure we can understand and incorporate
anything the user might say to the system.

In this paper, we describe our first ef-
forts at building a domain-independent di-
alogue manager based on a theory of col-
laborative problems solving. We describe
the implemented dialogue manager and
look critically at what level of domain
independence was achieved and what re-
mains to be done. Portability refers to to the ease with which the
system can be modified to work in new domains.
Portability is especially important to the com-
We are interested in buildingconversational mercial viability of dialogue systems. For dia-
agents—autonomous agents which can commu{ogue management, our goal is to create a domain-
nicate with humans through natural language diindependent dialogue manager that supports “in-
alogue. In order to support dialogue with au-stantiation” to a particular domain through the
tonomous agents, we need to be able to model disse of a small amount of domain-specific knowl-
alogue about the range of activities an agent magdge. Several recent dialogue managers approach
engage in, including such things as goal evaluathis level of portability ((Larsson, 2002; Bohus
tion, goal selection, planning, execution, monitor-and Rudnicky, 2003), inter alia), however, these
ing, replanning, and so forth. are based on models of dialogue which do not
Current models of dialogue are only able tocover the range of agent activity that we need (see
support a small subset of these sorts of agenBlaylock, 2005) for arguments), and they sacri-
activities. Plan-based dialogue models, for exfice some flexibility. Flexibility is lost, as these
ample, typically model either planning dialogue dialogue managers require a dialogue designer to
(e.q., (Grosz and Sidner, 1990)) or execution dispecify so-called dialogue plans, as part of the
alogue (e.g., (Cohen et al., 1991)), but not bothdomain-specific information fed to the domain-
Also, most plan-based dialogue models make thendependent dialogue manager. However, these di-
assumption that agents already have a high-levellogue plans contain not only domain-dependent
goal which they are pursuing. task knowledge (e.g., the process for making a
In our previous work (Blaylock and Allen, travel reservation), but also knowledge about how
2005), we presented a model of dialogue basetb interactwith a user about this knowledge (e.g.,
on collaborative problem solving (CPS), which in- greet the user, find out travel destination). This
cludes the set of agent activities mentioned aboveessentially puts the onus of dialogue flexibility in
This CPS-based model of dialogue allows us tdhe hands of the dialogue system designer, limit-
model a much wider range of dialogue types andng flexibility to the set of dialogues “described”
phenomena than previous models. or “encoded” by the dialogue plan. It is our hope
Besides allowing us to model more complexthat CPS-based dialogue will result in more flexi-
types of dialogue, it is the hope that CPS dialoguébility and better portability than previous systems

1 Introduction

91



by factoring this interaction knowledge out from Itis also important to note that our purpose here
domain-dependent task knowledge. is not to specify a specifiproblem-solving strat-

In this paper, we report the progress of our firstegyor prescriptive model of how an agestiould
efforts in building a CPS-based dialogue manageperform problem solving. Instead, we want to
within the SAMMIE-05 dialogue system. We will provide a general descriptive model that enables
first briefly describe the CPS dialogue model, andagents with different PS strategies to still commu-
then the SAMMIE-05 dialogue system. We thennicate.
discuss the implementation SAMMIE-05 dialogue Collaborative problem solving (CPS) follows a
manager and then comment on general progressmilar process to single-agent problem solving.
towards domain independence. We then mentioRere two agents jointly choose and pursue objec-

related work and talk about future directions. tives in the same stages (listed above) as single
) _ ) agents.
2 Modeling Dialogue as Collaborative There are several things to note here. First, the
Problem Solving level of collaboration in the problem solving may

In this section, we very briefly describe our CPSVary greatly. In some cases, for example, the col-
model of dialogue. Details of the model can bel@boration may be primarily in the planning phase,

found in (Blaylock and Allen, 2005; Blaylock, Putone agent will actually execute the plan alone.
2005). We first describe our model of collabora-IN other cases, the collaboration may be active in
tive problem solving, and then how that is used tcAll stages, including the planning and execution of

model dialogue. ajoint plan, where both agents execute actions in a
coordinated fashion. Again, we want a model that
2.1 A Model of Collaborative Problem will cover the range of possible levels of collabo-
Solving ration.

We see problem solving (PS) as the process b
which a (single) agent chooses and pursabs

jectives(i.e., goals). Specifically, we model it as
consisting of the following three general phases:

Examples of Problem-Solving Behavior In or-
der to better illustrate the problem solving behav-
ior we want to cover in our model, we give several
simple examples.

e Determining Objectives In this phase, an
agent manages objectives, deciding to which
it is committed, which will drive its current
behavior, etc.

e Prototypical Agent Q decides to go to the
park (objective). It decides to take the 10:00
bus (recipe). It goes to the bus stop, gets on
the bus and then gets off at the park (execu-

e Determining and Instantiating Recipes for tion). It notices that it has accomplished its
Objectives In this phase, an agent deter- objective, and stops pursuing it (monitoring).
mines and instantiates a recipe to use to work
towards an objective. An agent may either ® Interleaved Planning and Executiogent
choose a recipe from its recipe library, or it ~ Q decides to to go to the park. It decides to

ning. to the bus stop (partial execution) as it de-
cides which bus it should talk (continues to
e Executing Recipes and Monitoring Success instantiate recipe)....

In this phase, an agent executes a recipe and
monitors the execution to check for success. o Replanning Agent Q decides to go to the
park. It decides to walk (objective) and goes
There are several things to note about this gen-  gytside of the house (begins execution). It
eral description. First, we do not impose any strict notices that it is raining and that doesn’t want
ordering on the phases above. For example, an g walk to the park (monitoring). It decides

agent may begin executing a partially-instantiated  jnstead to take the 10:00 bus (replanning)....
recipe and do more instantiation later as necessary.

An agent may also adopt and pursue an objective e Abandoning ObjectiveAgent Q decides to
in order to help it in deciding what recipe to use go to the park by taking the 10:00 bus. As
for another objective. it walks outside, it notices that it is snowing
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and decides it doesn’'t want to go to the park3 The SAMMIE-05 System
(abandons objective). It decides to watch TV

instead (new objective).... The SAMMIE-05 system (Becker et al., 2086)

is a multimodal, mixed-initiative dialogue system
2.1.1 Problem-Solving Objects for controlling an MP3 player. The system can be
£i.:sed to provide typical MP3 services such as play-

(PS) objects which are represented as typed fe yack control, selegtion of so_ngs/albums/playlists
ture structures. We define an upper-level ontology©" Playback, creation of playlists, and so forth.
of such objects, and define the CPS model around The architecture of the SAMMIE-05 system is
them (which helps keep it domain independent)foughly based on that of the TRIPS system (Allen
The ontology can then be extended to concrete ddet @l 2001), in that it separates functionality be-

mains through inheritance and instantiation of thdWeen subsystems for interpretation, behavior, and
types defined here. generation. Note that this TRIPS-type architecture

The ontology defines simbstract PS objects pushes many tasks typlcallylncluqled in adlalpgue
from which all other PS objects descenabjec- Mmanager (e.g., refe_rence resolution) to the inter-
tive, recipe, constraint, resource, evaluati@nd pretation or generation subsystems. The interface
situation Types in the model are defines as typedn SAMMIE-05 between interpretation, behavior,
feature structures, and domain knowledge is con@Nd generation is, in fact, the CPS-act intentions
nected to the ontology by both inheritance in newdescribed in the last section. The intuition behind

classes, as well as creating instances of ontologici!® TRIPS architecture is to allow a generic be-
objects. havioral agent to be built, which can drive the dia-

logue system'’s behavior by reasoning at a collabo-

2.1.2 Collaborative Problem-Solving Acts rative task level, and not a linguistic level. The dia-

We also define a set of actions which oper-logue manager we describe in the next section cor-
ate on these PS objects. Some of these includ&sponds to what was called the behavioral com-
i denti fyi ng and object for use in problem ponentinthe TRIPS architecture.
solving, adopt i ng an object for some specific
role (e.g., committing to use a particular resourcét  The SAMMIE-05 Dialogue Manager
in the plan),sel ect i ng an objective for execu-
tion.

Collaboration cannot be forced by a single

The CPS model operates on problem-solvin

The SAMMIE-05 dialogue manager supports a
subset of the CPS model discussed above. It is
. “implemented as a set of production rules in PATE
agent, so we qlefme on top of the CPS acts, fleger, 2004). In this section, we report our
model of negotiation, in which agents can Negosy ork towards creating a domain-independent di-
tiate changes to the current CPS state (i.e., the sg¢

f PS obiect d th s’ ioint i N }ogue manager based on our model of collabora-
'?o therr?) Jects and Ihe agents: Joint commitments; o problem solving. It is our hope that the CPS

model of dialogue sufficiently abstracts dialogue

2.2 Integrating CPS into a Dialogue Model in such a way that the same set of CPS-based up-

. date rules could be used for different domains. We
So far, we have described a model of CPS forolo not yet claim to have a domain-independent

any agent—ager)t collaboration. In or_d_er to US&ps-based dialogue manager, although we believe
CPS to model dialogue, we add an additional Iaye(Ne have made progress towards this end

grgﬁ);nig]&fﬁﬁiﬁni\jéil:&smggggrgéggrzogi Because of the limits of the SAMMIE domain
’ ’ 9 9 (MP3 player control), many parts of the CPS

grounding phenomena in language as well. model have not been encoded into the SAMMIE-

In modeling dialogue with CPS, we use the CPS05 dialogue manager, and consequently, the di-

state as part of the information state of the d'a'alogue manager cannot be shown to be even a

logue, ar_1d the meaning O.f each utterange (fromproof of concept” of the value of the CPS model
both parties), can be described as a move in the ne-
gotiation of change to the current CPS state (aug- _'Although the SAMMIE system was updated in 2006, in
mented with grounding information). Incidentally, this paper, we describe the SAMMIE system as it existed in
thi | I i del the intenti findi December 2005, which we will refer to as the SAMMIE-05

_'S also allows US_ 0 m_o el the intentions or in "system. It is roughly equivalent to the system described in
vidual utterances in a dialogue. (Becker et al., 2006).
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itself. Our purpose here is, rather, to discuss  of the CPS model is that it shields such a
the progress of CPS-based dialogue management process from the linguistic details of the
and the insights we gained in encoding a dialogue  exchange. Instead, we attempt to build such
manager in this (relatively) simple domain. behavior on general collaborative problem-
Important parts of the CPS model which are not solving principles, regardless of what the
supported by the SAMMIE-05 dialogue manager communication medium is. We describe this
include: collaborative planning and replanning, phase in more detail below.
hierarchical plans, recipe selection, goal abandon-
ment, and most evaluation. Support for these haBackage and Output Communicative Intentions
been left for future work. Phenomena thatare cov- ~ During the first two phases, communica-
ered by the system include: goal selection (albeit ~ tive intentions (i.e., CPS negotiation acts

not collaborative), collaborative slot-filling, plan augmented with grounding information)
execution, and limited evaluation (in the form of ~ are generated, which the system wants to
feasibility and error checking). As MP3 player execute. In this last phase, these communica-
control consists of relatively fixed tasks, these phe-  tive intentions are packaged and sent to the
nomena were sufficient to model the kinds of dia- ~ generation subsystem for realization. When
logues that SAMMIE-05 handled. realization is successfully accomplished, the
In the rest of this section, we will first describe ~ information state is updated using the rules

the dialogue manager, and how we attempt to  from the first phase.
make it domain independent using abstraction in

the PS object hierarchy. In the process of buildin
this dialogue manager, we also discovered som
types of domain-specific knowledgmutsidethe

The real gain in flexibility and portability from
e model comes in the second phase, where the
dialogue manager acts more like an autonomous

CPS model proper, which are also necessary fgpgent in deciding what to do and say next. The

the dialogue manager. This is described as welfformation state encodes the agent's commit-
and then we describe parts of the dialogue manents (in terms of'adopted objectlv_es, etc.),_and
ager which are still domain specific. the _current state in the_ coIIabo_ratlve QeC|S|on-

making process (e.g., which possible objects have
4.1 High-level Dialogue Management been discussed for a certain role). If behavior
As with other information state update-based sys?t this level can be defined on general collabora-

tems, dialogue management in the CPS model caltrllve problem-solving principles, this would make

be arouned into three separate processes: a precomputed dialogue plan unnecessary. This is
group P P ' a win for both flexibility as well as domain porta-

Integrating Utterance Information Here  the bility. . _
system integrates CPS negotiation acts (aug- oSt dialogue systems (e.g., GoDiS (Larsson,

mented with grounding information)—by 2002)) use precomputetialogue plansvhich de-

both user and system—as they are executedine @ set of dialogue and domain actions whu;h
This is a fairly circumscribed process, and"€€d to be performed by the system during the dia-
is mostly specified in the details of the CPSIogue. The need for such an explicit dlal_ogue plan
model itself. This includes such rules asnot only adds cost to porting systems, it can also

treating an negotiation action as executecfffect the 'flexibil_ity of the .system by restricting
when it has been grounded, or markingthe ways it can interact with the user during the

an object as committed for a certain role di2logue.
when an adopt CPS act is successfully

) ) , é.z Agent-based Control
executed. These integration rules are detaile
in (Blaylock and Allen, 2005). The agent-based control phase of dialogue man-

agement can be divided into three parts. First, the
Agent-based Control Once utterance content agent tries to fulfill its obligations in the current
(and its ensuing higher-level action genera-dialogue (cf. (Traum and Allen, 1994)). This in-
tion) has been integrated into the dialoguecludes principles like attempting to complete any
model, the system must decide what to dooutstanding negotiations on any outstanding CPS
and what to say next. One of the advantagescts or at least further them.
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Second, the agent looks over its collaborativee.g., in response to “Which Beatles albums do
commitments (as recorded in the CPS state) angou have?”). No domain-specific knowledge is en-
attempts to further them. This includes such princoded in this rule.
ciples as trying to execute any actions which have o
been selected for execution. In the case that an of2YStem Prepares an Objective to be Executed
jective cannot be executed because vital informal € following rule is used when the system marks
tion is missing (like a value for a parameter), the? top-level objeqtlve to be executed next. Note that
system will attempt to further the decision makingthe current version of the system does not support

process at that slot (i.e., try to collaboratively findhiérarchical plans, thus the assumption is that this
a value for it). is an atomic action. Also, the system currently

the agent uses its own private agenda tgssumes that atomic action execution is instanta-
neous:if an objective is in the selected slot (i.e.,

In the SAMMIE-05 dialogue manager, the first has been selected for executidhgn put the ob-

and last phases are handled entirely by rules thé‘?cn\,’e ona system.-mternal stack to signal that ex-
refer to only the upper-level of the CPS ontology(:"cm'_on_ShOUIOI begin. i )
(e.g.,objectivesresourcesand so forth), and thus | 1S IS an example of a simple rule which pre-
are not dependent on any domain-specific inforP2r€s arobjectivefor execution. Similar to the
mation. Rules in these phases handle the integrg!€ Just described, no domain-specific informa-
tion semantics of the CPS acts themselves. tion is necessary here—aibjectivesare handled

The middle level dgent-based contrpls, how- the Tﬁme,hno matter frolm WTCh dTmam' |
ever, where portability can become an issue. It is Although we were able to formulate many rules

here where the dialogue manager makes decisioﬁf%ith information available in the CPS model, we

about what to do and say next. In our dialogueencountered some which needed additional in-

manager, we were able to formulate many of theséor:mat'%n from .the c_lomaln—lr?cludlhng Ithe CaSIT
rules such that they only access information at thgvkere It € atomic action execution s ou d actr:xa y
upper ontology level, and do not directly accesd@Ke place. We now turn our attention to these

domain-specific information. As an example, wetases.
illustrate a few of these here.

Lastly,
determine its action%.

4.3 Abstracting Additional Domain

System Identifies a Resource by RequestThe Information

following rule is used identify a resource in re- In the rules discussed above, simple knowledge
sponse to a request by the usiéran identify re-  implicit in the use of abstract PS objects was suf-
source is being negotiated, and the resource hdgient for encoding rules. However, there were
not been stated by the user (i.e., this is a request few cases which required more information. In
that the system identify the resource), and the syshis section, we discuss those cases for which we
tem can uniquely identify such a resource givernwere able to find a solution in order to keep the
the constraints used to describe titen add the rules domain-independent. In the next section,
found resource to the object and create a new corwe discuss rules which needed to remain domain-
tinue negotiation of the identify resource CPS actgpecific, and the reasons for that.
and add this to the queue of responses to be gener-Just because domain information is needed for
ated. rules does not mean that we cannot write domain-
As can be seen, this rule relies only on the (abindependent rules to handle them. What is re-
stract) information from the CPS model. In the quired, however, is the specification of an abstrac-
MP3 domain, this rule is used to provide user-tion for this information, which every new domain
requested sets of information from the databas® then required to provide.
— _ _ _ In the MP3 domain, we have identified two gen-
Note that this would prototypically be beliefs, desires

and intentions, although the CPS model does not require thise.raI types of this kind of knowledge. We do not

The model itself does not place requirements on single agen®onsider this to be a closed list:
and how they are modeled, as long as the agents represent the

CPS state and are able to interact using it. The agent we agxacution Knowledge One of the example
using for the SAMMIE-05 dialogue manager is not an explic- | b h dh the decision to beai
itly represented BDI agent, but rather encodes some simplEzu €s above snowed how [he decision 1o begin ex-

rules about helpful behavior. ecution of an atomic action is made. However, the
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actualexecution requires knowledge about the do-output queue.

main which is not present in the CPS model (as
currently formulated). 4.4 Domain-specific Rules in the System

In the current system, a domain encodes thipespite our best efforts, a few domain-specific up-
information in what we call agrounded-recipe date rules are still present in the dialogue man-
which we have provisionally added as a subtype ofger. We describe one of these here which was
recipe A grounded-recip@&ontains a reference to ysed to cover holes which the CPS model did not
theobijectiveit fulfills as well as a pointer to object adequately address. We hope to expand the model
code (a Java class) which implements an interfacg the future so that this rule can also be general-
for a grounded recipe. ized.

This allows us to write, for example, the fol-  |n the MP3 domain, we support the creation
lowing domain-independent rule for atomic actionof (regular) playlists as well as so-called auto-
execution in the dialogue managef: an objec-  playlists (playlists created randomly given con-
tive has been chosen for executidhenlook upa  straints). Both of these services correspond to
matchinggrounded-recipéor theobjectiveand in-  atomic actions in our domain and would be the-
voke it (i.e., call theexecut e method of the Java oretically handled by some of the rules for execu-
class pointed to in thgrounded-recipgpassing in  tion described above. However, these are both ac-
theobjectiveitself as a parameter)). tions which actually return a value (i.e., the newly-

. . . created playlist). This kind of return value is not
Evaluat_lon of PS Objects A more general is- f:urrently supported by the CPS model. For this
sue which sur_faced was _the ne ed to make e_Var'eason, we support the execution of both of these
uations of various PS Obje(.:ts n order to de?'qeactions with special domain-specific rules.
the system’s acceptance/rejection of them within
a certain context. Although we believe there is &5 Related Work

need to specify some sort of general classification

for these, only one such evaluation came up in th&he work in (Cohen et al., 1991) motivates di-
MP3 domain. alogue as the result of the intentions of rational

In deciding whether or not to accept the identi-agents executing joint plans. Whereas their focus
fication of a fully-specifiecbbjective the system was the formal representation of single and joint
needed a way of checking the preconditions of théntentions, we focus on describing and formalizing
objectivein order to detect potential errors. For ex-the interaction itself. We also extend coverage to
ample, the SAMMIE-05 system supports the delethe entire problem-solving process, including goal
tion of a song from a playlist. Now, grounding- selection, planning, and so forth.
level rules (not detailed here) take care of defi- Our work is also similar in spirit to work on
nite reference errors (e.g., mention of a playlistSharedPlans (Grosz and Sidner, 1990), which de-
that does not exist). However, if reference to bothscribes the necessary intentions for agents to build
objects (the song to be deleted and the playlistand hold a joint plan, as well as a high-level sketch
is properly resolved, it is still possible, for ex- of how such joint planning occurs. It defines four
ample, that the user has asked to delete a soraperators which describe the planning process:
from a playlist when that song is not actually on SelectRe¢ ElaborateIndividual, SelectRecGR
the playlist. Thus, we needed a way of checkingandElaborateGroup. Our CPS acts describe the
this precondition (i.e., does the song exist on thgoint planning process at a more fine-grained level
playlist). Similarly, we needed a way of check-in order to be able to describe contributions of
ing to see if the user has requested playback of aimdividual utterances. The CPS acts could possi-
empty playlist (i.e., a playlist that does not containbly be seen as a further refinement of the Shared-
any songs). Plans operators. Our model also describes other

As a simple solution, the dialogue manager useproblem-solving stages, such as joint execution
an abstract interface to allow rules to check conand monitoring.
ditions of any objective: if an identify objec- Collagen (Rich et al., 2001) is a framework for
tive is pending for a fully-specifiedbjective and  building intelligent interactive systems based on
CheckPrecondi ti ons fails for theobjective  Grosz and Sidner’s tripartite model of discourse
then add a reject of the identify-resource to the(Grosz and Sidner, 1986). It provides middleware

96



for creating agents which act as collaborative partAcknowledgements

ners in executing plans using a shared artifact (e.gw i
a software application). In this sense, it is simi-"/e would like to thank the SAMMIE group at

lar to the work of Cohen and Levesque describegpaariand University and DFKI, especially Jan
above. Schehl, Ciprian Gerstenberger, Ivana Kruijff Ko-

Collagen uses a subset of Sidner’s artificial ne_rbayO\a and Tilman Becker, for many helpful dis-

gotiation language (Sidner, 1994) to model indi-ChL!SS'()ni |nT:_1e pIaEnlng ?nddlrgplergentﬁtloguof
vidual contributions of utterances to the discoursé Isdwgr'l'ALK 'S vyort \ll\lvaslsu'lr'] 5%7;(?2 er the EU-
state. The language defines operators with aﬁm € project (No. IST- )-

outer layer of negotiation (e.¢ProposeForAccept
(PFA) and AcceptProposalAP)) which take ar-
guments such aSHOULD(action)and RECIPE

Our interaction and collaborative problem-solvingJames Allen, George Ferguson, and Amanda Stent.

acts are similar in spirit to Sidner's negotiation 2001 An architecture for more realistic conversa-
tional systems. IrProceedings of Intelligent User

Iang_uage, coveri_ng_ a Wi_der range_of phenom- |nterfaces 2001 (IUI-01)pages 1-8, Santa Fe, NM,
ena in more detail (including evaluations of goals January.

and recipes, solution constraining, and a layer of
grounding). Tilman Becker, Nate Blaylock, Ciprian Gerstenberger,

. . Ivana Kruijff-Korbayo\a, Andreas Korthauer, Man-
Perhaps the closest dialogue manager to ours is freq Pinkal, Michael Pitz, Peter Poller, and Jan

the TRAINS-93 dialogue manager (Traum, 1996), Schehl. 2006. Natural and intuitive multimodal di-
which was based on some very early notions of alogue for in-car applications: The SAMMIE sys-
collaborative problem solving. Its agentive com- €M. InProceedings of the ECAI Sub-Conference
. ) on Prestigious Applications of Intelligent Systems
ponent, the Discourse Actor, was a reactive con- (PAIS 2006) Riva del Garda, ltaly, August 28—
troller which acted based on prioritized classes September 1.
of dialogue states (including discourse obliga- .
ls). Our rules were not explicitly prioritized problem-solving model of dialogue. In Laila Dy-
goals). oo . P ,y P ' bkjeer and Wolfgang Minker, editor&roceedings
and, although similar in spirit, the dialogue states of the 6th SIGdial Workshop on Discourse and Dia-
in TRAINS-93 were represented quite differently logue pages 200-211, Lisbon, September 2-3.
from our CPS model.
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