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1 Introduction

In previous work, SWBD-DAMSL (Jurafsky et
al., 1997) showed that interrater reliability could
be improved by decreasing the set of possible tag
combinations. However, this solution may not
be an option for researchers wishing to study di-
alogue act phenomena at a lower level of detail.
So how can we continue to improve interrater re-
liability scores without modifying the annotation
scheme?

As an alternative to modifying the tagset, one
might instead alter the process of annotation. Very
few corpus developers mention whether they al-
low for audio playback of an utterance during the
coding process. In this work, we investigate the
effects of dual modality annotation on both anno-
tation rate and interrater reliability.

2 Annotation Experiment

2.1 Annotation Procedure
Two native speakers of English independently la-
beled the Trains 93 corpus (Heeman and Allen,
1994), using a (re-)modified version of Doran et.
al.’s (2001) modified C-Star dialogue act tagset.

The first 43 dialogues (2961 utterances) were
annotated through reading the transcripts (i.e. text)
only, while the remaining 52 dialogues (3875 ut-
terances) were annotated by listening to the corre-
sponding audio file while viewing the transcripts.

2.2 Annotation Rate
The text-only utterances were annotated at an av-
erage rate of 0.121 utt/s and the text-audio utter-
ances at at rate of 0.157 utt/s. Initially, these rates
imply that it is the use of audio that increases the
annotation rate. However, since the utterances in
the text-only condition are annotated before the ut-
terances in text-audio condition, the increased rate
could be attributed to increased familiarity with
the tag set.
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Figure 1: Rate of Annotation (seconds/utterance)
with linear interpolation.
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Figure 2: The Group Mean Annotation Rate (sec-
onds/utterance)

The correlation analysis supports the influence
of the familiarity effect, showing a significantly
strong positive correlation (r = .77, p < .001)
between dialogue number and annotation rate in
the text-only condition, and a non-significant weak
correlation (r = .24, p < .1) between the same
two variables in the text-audio condition. Further
analysis by a 2-factor ANOVA (F = 6.6, df = 8,
p < 1x10−6), using dialogue number and modality
as independent factors (depicted in Figure 2) more
clearly indicates that the rising rate occurs mostly
in the first two groups of the text-only dialogues
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and then flattens out in last 3 groups1. Further-
more, the rate from Groups 4 & 5 are maintained
in groups 6-10 (with minor variance). This finding
suggests that the addition of audio is not a factor
in the increased annotation rate, but rather that an-
notation rate increases sharply at the onset of the
annotation process as a result of some other factor
that changes over time, such as an increase in fa-
miliarity of the tagset, and then flattens out, likely
due to the annotators reaching maximum familiar-
ity with the tagset.

Also, although the annotation rate is flattened in
the later dialogues (Groups 4-10), it is maintained
throughout the text-audio condition at about the
same rate as the latter text-only dialogues. Thus,
while annotation rate is not positively affected by
the use of additional media, neither is it negatively
affected.

2.3 Interrater Reliability

Raw agreement for all the utterances in the text-
only modality is 66.7%, with κ = 0.623. This is
slightly lower than the κ = 0.66 reported in (Do-
ran et al., 2001) using their modified C-star tagset,
but higher than the averaged κ = 0.54 achieved by
the Trains 93 corpus annotators using the DAMSL
scheme (Allen and Core, 1997) which allowed use
of audio during annotation. In comparison, adding
audio during our annotation resulted in an even
higher raw agreement of 74.5% and κ = 0.701.

Again, at first glance these scores indicate that
the increase in reliability is due to the use of the
utterances’ audio recordings during annotation.
However, as before, due to the order of annotation,
the increase in reliability could be due to increas-
ing familiarity with the tagset.

The significant negative correlation (r = -0.45,
p < .005) in the text-only condition (in Figure 3)
would seem to strongly indicate that κ did not im-
prove as a result of familiarity, since we would ex-
pect a positive correlation in that case. This is fur-
ther supported by a 2-factor ANOVA (F = 3.0, df
= 8, p < .005), which shows that κ decreases over
time in the text-only condition, but is mostly level
in the text-audio condition (Figure 4).

Having ruled out familiarity as a possibility for
the improvement in interrater reliability, it seems
that the improvement can indeed be correlated
with the use of the corresponding audio record-

1Groups 1-5 ( text-only condition) were annotated first,
and Groups 6-10 (text-audio condition) were annotated last.
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Figure 3: Interrater Reliability (κ) with linear in-
terpolation and moving average.
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Figure 4: The Group Mean Interrater Reliability
(kappa) Score

ing of the utterance during annotation. In addi-
tion, this improvement comes at no obvious detri-
ment to the annotation rate, since the annotation
rate does not decline but rather remains somewhat
steady throughout the text-audio condition.
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