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Abstract

The main topic of this paper is how to
configure a dialogue system to support
computer-aided language learning. The
paper also serves to introduce our new
multi-speaker dialogue system, and high-
light some of its novel features.

1 Introduction: language-learning
dialogues

The dialogue system described in this paper is in-
tended for use in a language-learning application.
Computer-aided language learning (or CALL) is
an interesting application for dialogue systems, for
several reasons. Firstly, from a practical point of
view, a language-learner’s grammar and vocabu-
lary are smaller than those of a native speaker, and
therefore the problem of interpreting and generat-
ing unrestricted free text may be simpler in this
domain than in other domains. On the other hand,
the student’s knowledge of dialogue management
largely carries over from her native language to
the language being learned. Elements such as
clarification subdialogues, and checking questions
are common in CALL dialogues—perhaps even
more common than in ordinary dialogues. Thus
a language-learning dialogue might be quite com-
plex at the level of dialogue structure, even if its
constituent utterances are syntactically restricted.
This makes CALL dialogue an interesting test do-
main for a practical dialogue system.

Equally importantly, dialogue is a natural
medium for language-learning. What the student
is learning to do is to speak to other people in
the new language, so in talking to the tutor, the
student is actually performing the very task to be
learned. The tutor essentially plays two roles:
firstly, as a conversational partner he engages in
a real dialogue, about some chosen topic or task;
secondly, as tutor he gives feedback about the stu-
dent’s utterances, and is available to answer ques-
tions about the language.

Language-learning dialogues often take place
between two participants: a student and a tutor.
However, many of the most important elements
of a new language being learned are hard to ex-
ercise in this envrironment. In any new language,
one of the important early topics is the system of
personal pronouns: referring expressions, or pos-
sessives, or relative pronouns. To provide a natu-
ral environment for these expressions, more than
two participants are needed in the conversation.
A similar consideration applies to verb inflections
(which in many languages must agree with the
person and number of the subject and/or object
in the sentence), and addressee terms (which are
only needed if there is more than one potential ad-
dressee).

In this paper, we will describe a multi-speaker
dialogue system which we have configured for use
in a CALL environment for learning M āori, the in-
digenous language of New Zealand. In Section 2,
we introduce the theoretical background for the
system and the basic dialogue management prin-
ciples. In Section 3, we describe how the sys-
tem supports multi-speaker dialogue. In Section 4,
we show how the multi-speaker system provides
a natural environment for practice with the M āori
pronoun system (which is particularly fiendish).
In Section 5, we describe how the system imple-
ments a set of educational goals for a given inter-
action, and monitors the progress of these goals
by maintaining a student model. In Section 6, we
describe how the system-played characters choose
their contributions with an educational goal in
mind, to create opportunities for the student to ac-
quire targeted constructions. Throughout the pa-
per, we emphasise the topic of personal pronouns,
to motivate the need for a multi-speaker CALL en-
vironment.

2 Background to the dialogue system

2.1 Semantic framework

Our system, called Te Kaitito, is designed to teach
the M āori language. Our treatment of utterance
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syntax and semantics has been described else-
where (Vlugter et al. (2004); Bayard et al. (2002))
so we will provide a short summary of these topics
here.

The system supports ‘deep’ semantic process-
ing. The user enters her utterances as written text.
Each utterance is first parsed, using an HPSG-style
grammar, which delivers a semantic representa-
tion as output, in the formalism of Minimal Re-
cursion Semantics (MRS; Copestake et al (1999)).
The MRS representation is converted into a DRT-
like format, which represents an utterance as an
context-update operation. Each update is speci-
fied for a dialogue act, a speaker, an addressee,
and a message. The message comprises a set of
presuppositions which must be satisfied against a
representation of the common ground, and a nu-
cleus, which holds the propositional part of the ut-
terance, whose force is different for different dia-
logue acts.

The common ground is represented as a DRS.
At any time, the common ground contains a set
of referents, and a set of propositions about these
referents. To support the interpretation of plurals,
these referents can be group entities, whose se-
mantics are defined as in Kamp and Reyle (1993).
For example, the referent associated with the co-
ordinated NP John and Mary (in fact presupposed
by this NP) would be as shown in Figure 1.

x1 x2 x3
x3 = x1 ⊕ x2
named(x1, “John”)
named(x2, “Mary”)

Figure 1: Group entity presupposed by John and
Mary

2.2 Dialogue model for two-speaker dialogue

For a two-speaker dialogue, our model of dialogue
structure includes a fairly standard set of dialogue
moves. Questions can be QUERY (a genuine ques-
tion), CLARIFY (for a clarification question) and
CHECK (for a question which explicitly checks
the student’s knowledge). Assertions can be AS-
SERT (for a new fact apropos of nothing) and AN-
SWER (a question). Yes-no questions and their an-
swers are distinguished from wh-questions in each
case. We also have various acts for greeting and
farewell.

The dialogue model specifies legal sequences

of dialogue acts. The simplest structures involve
a forward-looking act paired with a backward-
looking act; for instance QUERY followed by AN-
SWER, or ASSERT followed by ACCEPT. More
complex examples can be formed by nested sub-
dialogues. Several types of utterance can be fol-
lowed by a CLARIFY question; as is now common,
such a question is pushed onto a dialogue stack,
so that a subsequent response is understood as ad-
dressing the most recent question. A resolved clar-
ification subdialogue is removed from the stack al-
together (and as a side-effect, the semantics of the
utterance which has been clarified is updated).

2.3 Mixed-initiative dialogue

Our system supports a variety of mixed-initiative
dialogue with the user. When there is nothing on
the stack, the user is given the initiative, but she
can choose to concede it simply by hitting ‘re-
turn’. If the user takes the initiative, the system
will interpret the utterance, and then generate a re-
sponse utterance. If the user concedes the initia-
tive, the system will generate an initiative of its
own, and then ask for a response from the user.
If the system’s initiative was a question, the user
must answer it (or ask a clarification); if the sys-
tem’s initiative was an assertion, the user can give
an explicit acknowledgement, or generate a new
initiative (which will be treated as an implicit ac-
knowledgement of the assertion). Thus there are
two situations in which the system interprets the
user’s utterance—first if it is an initiative, and sec-
ond if it is a response to a system initiative.

2.4 The utterance interpretation pipeline

Interpretation of a user utterance involves the same
sequence of processes, whether the utterance is
an initiative or a response. The sentence is first
parsed, producing a set of alternative parses. Each
parse is associated with a semantic interpretation.
Each interpretation is converted into an update,
yielding a set of candidate updates for the sen-
tence. To choose the most appropriate update, an
attempt is made to attach each candidate to the
common ground, by resolving its presuppositions
and establishing a relationship with dialogue acts
on the stack. The update which is easiest to attach
is selected as the preferred interpretation. Any ties
are resolved by statistical parsing techniques and
various types of clarification question; for details
see Lurcock et al (2004).
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3 Our current multi-speaker system

To support a multi-speaker environment, our sys-
tem is designed to ‘play’ several different char-
acters, who have separate knowledge bases, and
who can communicate both with the user and with
each other. The system-played characters are rela-
tively autonomous, keeping their own private ver-
sion of the common ground, and updating it inde-
pendently. The multi-speaker system is described
and motivated in detail in Knott and Vlugter (in
press); in this section, we summarise the most im-
portant aspects of the system.

3.1 The conversation management algorithm

The interaction between the system and the user is
governed by a high-level conversation manager.
Basically, the user and the system take turns to
contribute to the conversation; but while the user
contributes at most one utterance, the conversation
manager implements a number of loops over all
system-played characters. There are three basic
loops, which operate at different points in the con-
versation.

3.1.1 The system initiative loop

At any point when the stack becomes empty,
initiative is passed to the user, but the user can
choose to concede the initiative by hitting ‘return’.
If the user concedes, the system must generate a
new initiative.

Since the system plays several characters, gen-
erating an initiative is not simply a matter of
choosing what to say: it must also be decided
which character will talk next. These two deci-
sions interact, because each character has a sep-
arate knowledge base, and therefore the options
open to one character may not be open to another.

In our two-speaker system, initiative selection
is done by generating a set of candidate utterances
and giving each a score, with the highest-scoring
utterance being delivered to the user (Slabbers,
2005). In the multi-speaker system, the highest-
scoring utterance is computed for each character,
and the character with the highest score is selected
as the one to talk next. There is a certain amount
of private communication between system charac-
ters in this process; basically, the best utterance is
selected without regard for who will say it.

In the multi-speaker system, the character who
is selected to speak next must also decide who to
address. Again, since there is nothing on the stack

when an initiative is taken, the addressee is uncon-
strained. In our system, we implement a simple
rule, which is dictated by the educational domain:
system characters always address the user, so that
the user is maximally involved in the conversation.

3.1.2 The inter-character update loop

We assume that all system characters are ‘active
overhearers’—what Goffman (1976) calls ratified
side-participants—who actively interpret each
utterance in the conversation, even if it is not ad-
dressed to them. Therefore, when one system
character generates an utterance, each other sys-
tem character must update its common ground ac-
cordingly.

Naturally, the other characters do not need to in-
terpret the utterance from scratch. However, since
they all maintain their own version of the com-
mon ground, each must do a certain amount of
work independently. The point in the interpreta-
tion pipeline where the private work begins is the
point where the MRS of the selected parse (i.e.
its semantic representation) is converted to an up-
date. Therefore, after every utterance by a sys-
tem character, the MRS associated with that ut-
terance is passed to each other system character,
and each processes the MRS privately. Effectively,
system characters communicate with each other at
the level of MRS representations, rather than sen-
tences. This eliminates the possibility of syntactic
ambiguity, but note that the potential for pragmatic
ambiguity remains, if any discrepancies arise be-
tween different characters’ versions of the com-
mon ground.

3.1.3 The system response loop

If the user chooses to take an initiative, it can
be an assertion or a question. In either case, each
system character needs to interpret it, and update
their common ground. Then those system charac-
ters who were addressed need to give responses.

Interpreting the user’s utterance There is no
need for each character to parse the user’s utter-
ance, or disambiguate it. A single character is cho-
sen at random to perform these processes, and to
engage in clarification subdialogues with the user
if necessary. The result of these processes is a sin-
gle update; the MRS associated with this update is
then communicated to all system characters. Each
character then creates their own version of the up-
date for this MRS, and incorporates this update
into their private common ground.
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Group responses In a multi-speaker conversa-
tion, an utterance can be addressed to the full
group of participants, or to a specific participant,
or to a subset of participants: i.e. for every utter-
ance there is an addressee group. A basic princi-
ple in our system is that every participant in the ad-
dressee group of a forward-looking utterance has
the right to respond to it—and that at least one
member of this group must respond to it. To keep
things simple, we specify that responses by dif-
ferent members of the addressee group should not
overlap.1 Thus group responses are implemented
as strict sequences of utterances by members of
the addressed group. There is some evidence that
group responses are generated in this way in spo-
ken conversation, at least for some dialogue acts;
see e.g. Ginzburg and Fernández (2005).

The system’s response to a user initiative is im-
plemented as a loop over all system characters,
chosen in an arbitrary order. Naturally, not all
of these characters will be in the addressee group.
Each character determines independently whether
they are an addressee. (See Section 3.2 for a dis-
cussion of how this is done.) If they are not an
addressee, they remain silent. If they are an ad-
dressee, and a response has not yet been given,
they are obliged to give one.

Responses are not delivered directly to the user.
Each new utterance is added to a buffer containing
the full group response, which is delivered in one
piece to the user when complete. Thus the user is
not able to interrupt in between respondents. Also,
each character who delivers a response broadcasts
the MRS for their response to all other system
characters, who process it and add the update to
a private data structure called the group response
record, which they consult when generating a sub-
sequent response of their own.

If a character adds a response to a non-empty
group response record, they can choose to preface
the response with an inter-respondent dialogue
act, signalling agreement or disagreement with the
previous respondent before presenting its own re-
sponse.2 A character can also choose to give no
response, which is interpreted as signalling agree-
ment with all the responses given so far.

A group response generated by our system is
given in Dialogue 1.

1In fact, given that our system uses written text as an in-
terface, rather than spoken text, it is not even clear what over-
lapping responses would look like.

2In fact, only agreement is implemented so far.

(1)

User: John, Bill, where do Mary and
Sue live?

Bill: Well Mary lives in Dunedin.
John: That’s right. And Sue lives in

Auckland.

Here, the user addresses a question to two sys-
tem characters, John and Bill, who respond in turn.
Bill responds first, providing a partial answer (in-
troduced by by Well, to signal that it is incom-
plete). John responds next; he begins by agree-
ing with Bill’s answer, and then fleshes this out
with an answer of his own. More details about
how group responses are generated can be found
in Knott and Vlugter (in press).

3.2 Addressee selection

When interpreting a user utterance, whether it is
an initiative or a response, each system character
must determine to whom it is addressed, to decide
whether or not they should formulate a response.
There are various types of information which con-
tribute to this decision in real-life dialogue (see
Sacks et al. (1974), and much subsequent work).
Some of these involve eye gaze or gesture, and are
beyond the scope of our current system. But there
are nonetheless several different sources of infor-
mation about the addressee which are available; in
this section, they are discussed in turn.

Most obviously, the addressee of an utterance
can be specified linguistically, as a modifer of the
utterance, as in the first utterance of Dialogue1.
Much has been written about the grammar and se-
mantics of addressee terms, which are quite differ-
ent from ordinary referring expressions (see e.g.
Longobardi (1994)). Clearly, an explicit addressee
term unambiguously identifies the intended ad-
dressee of an utterance.

If there is no explicit addressee, the structure of
the preceding conversation provides some indica-
tion of the addressee group. Two types of context
can be distinguished. If there is a forward-looking
dialogue act on the stack, and the next utterance
responds to this act, the addressee of the response
utterance should obviously be the speaker of the
act being responded to. Thus in Dialogue 2, the
user’s response should be understood as address-
ing Bill.

(2)
Bill [to User]: What is your name?
User: My name is Ursula.

We refer to the addressee of a backward-looking
dialogue act as a structurally-defined addressee.
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The structural constraint seems quite strong; if an
explicit addressee term is given which conflicts
with it, the result is quite jarring. However, if
there is a conflict, our system gives precedence to
the explicitly specified addressee. This element of
our addressee selection algorithm is very similar
to that proposed by Traum (2004).

If there is no forward-looking dialogue act on
the stack, the next utterance is a new initiative,
which can in principle be addressed to any sub-
group of participants. However, we suggest that if
the user produces a new initiative without an ex-
plicit addressee term, (s)he is probably continuing
an interaction with participants who have just been
involved in the conversation, rather than making a
switch to a new group of participants. We there-
fore define a default addressee group for an ut-
terance making a new initiative, which consists of
the group of participants involved in the most re-
cent subdialogue (minus the speaker of the utter-
ance). In Dialogue 3, for instance, it seems likely
that Sue’s second utterance is addressed to both
Bill and Bob, rather than to one or the other sepa-
rately, or (still worse) to someone else entirely.

(3)

Sue: What’s the time?
Bill: Five o’clock.
Bob: Yup, five o’clock.
Sue: Do you want to go for tea?

This notion of default addressee is somewhat dif-
ferent from that proposed in Traum (2004); see
Knott and Vlugter (in press) for a more detailed
comparison. The default addressee is obviously a
fairly weak notion, and an explicit addressee over-
rides it very easily. However, it makes for natural
dialogues if the user fails to specify an addressee.

A final interesting issue in our system con-
cerns the identity of the addressees of utterances
occurring as part of a group response. Who is
each member of a responding group addressing
in their utterance? The most recent respondent?
The speaker of the forward-looking act being re-
sponded to? The full group of respondents? Our
solution is to sidestep these questions, as they do
not seem to have clearcut answers. Since the no-
tion of the addressee group is primarily used to
decide who goes next, our solution is simply to
specify a prearranged sequence of speakers during
group responses, as described in Section 3.1.3.

3.3 Pronoun interpretation and generation

Recall that the purpose of our multi-speaker dia-
logue system is to create an environment in which
a language learner can exercise various aspects of
the language being learned. In our case, to provide
a natural environment for exploring the system of
personal pronouns, we needed a system which al-
lows a conversation between multiple speakers. In
this section, we describe how the multi-speaker
system supports the generation and interpretation
of a range of personal pronouns, focussing on our
target language, M āori.

The pronoun system in M āori is more complex
than that of English. Pronouns are specified for
‘number’ and ‘person’, but there are three values
for the ‘number’ feature (singular, dual and plu-
ral); in addition, for first-person dual and plural
pronouns, there is a distinction between inclusive
pronouns (which include the addressee) and ex-
clusive pronouns (which do not). Thus, for in-
stance, the pronoun māua means ‘us two (not in-
cluding you)’, while tātou means ‘us three (or
more), including you’. Clearly, these are expres-
sions which a student will need to practice.

In our system, pronouns are presuppositional;
different pronouns presuppose groups with differ-
ent properties. For the sake of generality, all pro-
nouns presuppose a group entity: a singular pro-
noun requires the group entity to have cardinality
1, a dual pronoun requires it to have cardinality
2, and so on. A first-person pronoun requires a
group entity which includes the speaker as one of
its members; a second person pronoun requires a
group entity which includes the addressee group,
and which does not include the speaker. A third-
person pronoun requires a group entity which in-
cludes neither the speaker nor the addressee group.
Finally, all pronouns presuppose groups which are
linguistically salient. The speaker and addressee
group are salient automatically, by virtue of their
role in the current interaction. In our implemen-
tation, the only other way a group can become
salient is through having been referred to in the
recent conversation. (Our precise algorithm for
determining salience is very simple, but could of
course be elaborated in many different directions.)

Having specified the appropriate properties for
pronouns, the interpretation of an utterance con-
taining a pronoun is handled fairly automatically
by the presupposition resolution system. If the
referent of a pronoun is unclear (typically be-
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cause there are several candidates with roughly
equal salience), a referential clarification question
is asked (e.g. WHICH man is your friend?). How-
ever, the generation of utterances containing pro-
nouns is more complex. First and second-person
singular pronouns are unambiguous, and thus rel-
atively straightforward, but third-person pronouns
and plural pronouns are often ambiguous; for in-
stance, you(pl) could refer to several different
groups including the addressee. If the alternative
groups have similar salience, the system chooses
to generate a full referring expression (which will
involve coordination for plural referents). But if
the intended referent is clearly more salient than
its competitors, a pronoun is allowed.

4 Multi-speaker conversation as a CALL
environment for learning pronouns

The previous section summarised how the impor-
tant aspects of our multi-speaker environment are
implemented. In this section, we provide an ex-
ample of the kind of CALL dialogue which our
system supports.

The interaction can be divided into two phases.
In one phase, the student engages in an open-
ended dialogue with the system characters, and in-
formation is exchanged between all participants.
An example of this phase is given in Figure 2.
Note that while the student is relatively passive in
this interaction, she is exposed to a range of dif-
ferent personal pronouns. In a second phase, the
system generates a sequence of checking or com-
prehension questions for the student. An example
of this phase is given in Figure 3. Note that check-
ing questions are generated by different charac-
ters; this is to ensure that a good mixture of refer-
ring expressions is generated, to test the student’s
knowledge of these concepts.

5 Implementing educational goals and
student modelling

The dialogues in Figures 2 and 3 may appear
serendipitous; the phase 1 dialogue happens to in-
troduce a number of groups, which allow the phase
2 checking questions to target certain pronouns.
In fact, the initiative-selection routine in our sys-
tem is configured to encourage the right groups to
be introduced, and the right checking questions to
be asked. The initiatives taken by system char-
acters are evaluated primarily on their educational
usefulness, rather than on their content per se. In

User: Hello.
Mary: Hello.
John: Hi.
Bill: Hello.
User: 〈return〉
Mary: Ursula, where are you going today?
User: I am going to the beach.
Mary: Okay.
User: 〈return〉
John: I am going to the beach too, Ursula.
User: 〈return〉
Mary: Bill and I are going to a restaurant, Ur-

sula.
User: 〈return〉
Mary: We(dual,excl) always go to Comme

Chez Soi.
User: 〈return〉
John: I always go to Comme Chez Soi too,

Ursula.
User: 〈return〉

Figure 2: First phase of a CALL dialogue (trans-
lated from M āori)

John: Where are we(dual,incl) going today,
Ursula?

User: We(dual,incl) are going to the beach.
John: Well done!
Mary: Where are you and John going today,

Ursula?
User: We (dual,excl) are going to the beach.
Mary: Well done!
John: Where do Bill and Mary always go, Ur-

sula?
User: They(dual) always go to Comme Chez

Soi.
John: Well done!
Mary: Where do Bill, John and I always go,

Ursula?
User: You(plur) always go to Comme Chez

Soi.
Fred: Where do John, Bill and Mary always

go, Ursula?
User: They(plur) always go to Comme Chez

Soi.

Figure 3: Second phase of a CALL dialogue:
checking questions (translated from M āori)
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this section, we describe how this evaluation takes
place.

5.1 Lesson authoring

To begin with, we need a method for telling the
system what the educational agenda is for a given
lesson. In our system, we create a sequence of
lessons, each of which takes the form of a dia-
logue, with new topics about the language intro-
duced in each lesson.

To create the content for a given lesson, char-
acters need to be given an appropriate knowledge
base. To build these knowledge bases, our system
supports a special kind of dialogue called an au-
thoring dialogue, in which a human author sim-
ply tells each character what they know (Slabbers,
2005). The authoring dialogue for each lesson is
preprocessed to build the educational agenda for
the lesson. The agenda in our system is simply a
list of the lexical types which appear in the current
authoring dialogue, but not in previous ones. The
student must demonstrate understanding of each
of these new types during the dialogue in order to
move to the next lesson.

5.2 Authoring the pronoun agenda

To create an agenda for pronouns, it is somewhat
inconvenient to work directly from the authoring
dialogue, since this requires the author to set up
the right environment for using each pronoun to be
included in the agenda. In our system, we simply
introduce a command which the author can type
instead of an utterance: the keyword pronoun:
followed by a specific pronoun. This adds the
pronoun in question to the agenda for the current
lesson. For instance, the command pronoun:
tāua would add tāua to the pronoun agenda.

5.3 The student model

The student model is an overlay on the educa-
tional agenda, indicating the degree to which each
construction in the agenda has been assimilated
by the student. At a given point in a lesson,
for instance, the agenda might contain the pro-
nouns tāua (we/dual-inclusive) and māua (we-
dual-exclusive), and the student might have shown
some assimilation of the former, but none of the
latter.

There are two ways in which the student model
can be updated. Firstly, if the student uses a sen-
tence which can be successfully attached to the
common ground, the assimilation score for each

construction in the sentence is incremented. Sec-
ondly, if the student correctly answers a question,
the assimilation score for each construction in the
question is incremented. These methods are quite
simplistic—and at present we have no method of
decrementing assimilation scores in response to
student errors. These are topics for future re-
search. Basically, the lesson continues until the
student has shown sufficient assimilation of each
construction on the agenda.

6 Educational content selection strategies

The goal of our dialogue system is that the student
assimilates all the constructions on the agenda for
the current lesson. This is very different from the
goal of most dialogue systems. Typically the goal
is content-based—for instance, communicating a
particular set of facts to the user, or obtaining a
particular set of facts from the user. In our system,
the goal is form-based—we require that the user
correctly employs, or shows understanding of, a
certain range of grammatical constructions.

One way the system can facilitate achievement
of the goal is through a targeted content selection
strategy. There are two ways content selection can
help achieve the goal. The most direct way is to
give the student the opportunity to display knowl-
edge about a particular construction. For instance,
by asking a checking question using a particular
pronoun, or one whose answer requires the use of
a particular pronoun, the student is given an oppor-
tunity to show they can use it by giving the right
answer.

However, this direct approach is not always pos-
sible for pronouns, because it is not always pos-
sible to use a given pronoun felicitously. A more
indirect content selection strategy should therefore
encourage the creation of an environment in which
the targeted pronouns can be felicitously used. For
instance, to allow the student to use tāua (we-dual-
inclusive), there needs to be a salient group con-
taining exactly two individuals, which includes the
student and the addressee. So a useful character
initiative would be one which creates this group, if
it does not already exist. What is more, there has
to be something predicated of the group, to serve
as the content of an utterance about the group.

In our system, characters create appropriate
groups dynamically, simply by making facts up.
For instance, if the user has asserted a predicate
about themselves, a system character might take
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an initiative asserting that this predicate is also
true of himself, or of a group of participants in-
cluding himself. This has the additional benefit
of adding cohesion to the dialogue. For instance,
in Dialogue 2, John’s utterance I am going to the
beach today too, Ursula is a very appropriate ini-
tiative, since it maintains the topic of the user’s
previous utterance. However, the main reason for
John to generate this utterance is to allow him later
to ask the user the checking question Where are
we (dual,inclusive) going today, Ursula? during
phase two of the lesson. Note that the utterance
also allows other checking questions; for instance,
Mary can ask a question (Where are you and John
going today, Ursula? which sets up the user to
respond with a suitable dual exclusive pronoun.

7 Summary and further work

In this paper, we have presented a multi-speaker
human-machine dialogue system which is config-
ured to function as a CALL tool. The multi-
speaker system is of interest in its own right, as
it uses a novel conversation management archi-
tecture, and some novel methods for addressee
selection. In particular, its approach to the han-
dling of group responses has some novel features.
However, it is also of interest in that it provides a
novel kind of CALL environment, where the stu-
dent can exercise her knowlege of elements of the
language being learned which depend on multiple
speakers. In our case, the focus is on a system
of personal pronouns and addressee terms, but in
other languages, the same multi-speaker environ-
ment would be useful in giving a student practice
in other topics, for instance in verb conjugation.

It is interesting to compare the current approach
to CALL dialogues to the type of exercises which
are supported by conventional CALL software.
Typical CALL exercises involve canned materials:
a hand-built text is provided, followed by hand-
built comprehension questions tailored to test the
targeted knowledge. In our system, the user’s in-
teraction with the system is a lot more flexible;
the user simply engages in a wide-ranging mixed-
initiative dialogue. However the system-played
characters are acting behind the scenes in the same
kind of way as the human author of a canned
CALL exercise, to create opportunities to test the
student’s knowledge.

It is not clear whether the extra flexibility in
our CALL interactions is of any value to the stu-

dent. Obviously, when learning a language it is
very beneficial to interact with native speakers in
as natural an environment as possible. Our aim
is basically to recreate this kind of interaction (or
at least to approximate it), while engineering the
flow of conversation so as to create useful educa-
tional opportunities. In future work, we will eval-
uate the system to see if this aim is met.
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